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Abstract

Let P be a naturally labelled, ranked (graded) poset of rankr and cardinalityn. Let Hk be the
set of linear extensions ofP with k descents. An explicit bijection betweenHk andHn−1−r−k is
constructed using the involution principle (0� k � n−1− r). A problem of Richard P. Stanley from
1981 is thereby solved.
 2004 Elsevier Inc. All rights reserved.
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1. The five of hearts

Major Percy MacMahon, that great British combinatorialist of the turn of the last cen
tury, proved the following result in his classicCombinatory Analysis[11, Section IV,
Chapter V, Sect. 179–180, pp. 212–213].

Takem different numbers (say, the integers 1 throughm), each number repeatedr + 1
times, so that there aren = m(r + 1) numbers in all. Consider all possible ways of listi
thesen numbers in a row; ifr = 0, we are just listing all possible permutations ofm objects.
(Knuth uses the analogy of shuffling a deck of cards, where suit is ignored: in this
0196-8858/$ – see front matter 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2004.05.007
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Table 1.1
MacMahon’s theorem form = 2 andr = 2

H0 H1 H2 H3

111222 112122 221211 212121
112212 212211
112221 212112
121122 221121
122112 211221
122211 211212
211122 122121
221112 121221
222111 121212

m = 13 andr = 3 [9, p. 43].) For each listing, count the number of “descents,” the num
of places where a bigger numberimmediatelyprecedes a smaller number.

For instance, ifm = 2 andr = 2, there are 20 possibilities (see Table 1.1).
Let Hk be the set of sequences with exactlyk descents and lethk = |Hk|, the number

of such sequences. Table 1.1 shows thath0 = h3 and h1 = h2, that is, the “h-vector”
(h0, h1, h2, h3) is symmetric.MacMahon proved in general that

hk = hn−1−r−k (0 � k � n − 1− r).

MacMahon’s proof used generating functions: he did not directly establish a one-t
one correspondence betweenHk andHn−1−r−k . Indeed, writes Knuth, “No very simpl
correspondence is evident” except in trivial cases. (Knuth then goes on to establis
a bijection—an algorithm, really—using Foata’s idea of expressing multipermutatio
products of cycles [9, pp. 24–29, 43–44].)

A curious result, to be sure—“quite surprising,” Knuth says—but does it tell us any
about anything else? That is, does itgeneralize?

Generalizehow? one might ask. To answer that question, we must translate Ma
hon’s result into the language of ordered sets.

The plan of this paper is as follows. All definitions are contained in Section 5. In
tion 2 we reveal Stanley’s generalization of MacMahon’s theorem. In Section 3 we
Stanley’s problem. In Section 4 we mention related results from the literature. In Sec
we solve Stanley’s problem. In Section 6 we illustrate our solution with an examp
Section 7 we describe avenues for further research. In the appendix we illustrate
described in the main body of this work. In Section 1 we give a plan of the paper. . .

2. Everything I needed to know I learned from the four-element posets

Instead of multipermutations of words with the letters

1, . . . ,1,2, . . . ,2,3, . . . ,3, . . . ,m, . . . ,m,

let us usepermutationsof the set 1,2, . . . , n. The translation is illustrated in Fig. 2.1.
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Fig. 2.1. Translating MacMahon’s theorem to the language of posets.

In any shuffling, such as 211212, replace the first 1 by 1, replace the second 1
replace the third 1 by 3, . . . , replace the(r + 1)st 1 byr + 1; replace the first 2 byr + 2,
etc.; thus 211212 becomes 412536. Of course, we cannot getanypermutation onn letters
this way; we only get a permutation if, wheneverρ < ρ′ (ρ,ρ′ elements of the poset o
the right of Fig. 2.1), the numerical label ofρ appears to the left of the label forρ′. Such
a permutation is called alinear extensionof the poset. (It is clear that a shuffling hask

descents if and only if its translate does.)
A labelling of the elements of a finite poset with the letters 1, . . . , n so that 123· · ·n is a

linear extension is called anatural labelling. Given a finite posetP with a natural labelling
we can defineHk to be the set of linear extensions (permutations compatible with the
onP ) with k descents, and sethk = |Hk| as before.

Figure 2.2 shows a four-element poset with an unnatural labelling (illegal in s
states); that same poset withtwodifferent natural labellings; and their corresponding set

(a) The posetN with an unnatural labelling.

1234 0 descents
2134 1 descent
1243 1 descent
2413 1 descent
2143 2 descents

(b) The naturally labelled posetN hash0 = 1, h1 = 3, h2 = 1.

1234 0 descents
1324 1 descent
1342 1 descent
3124 1 descent
3142 2 descents

(c) The posetN with another natural labelling.

Fig. 2.2.
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linear extensions. Note that, while thesetHk depends on the natural labelling, the num
hk does not. (See, for instance, [20, Theorem 3.12.1].)

Figure A.1 in the appendix lists some other posets along with theirh-vectors
(h0, h1, h2, . . .). (Strictly speaking, these are theh-vectors of the order complexes of th
lattice of down-sets of these posets; see [1, Section 5.1] and [23, Section 8.3].)

Note that whenP is an antichain, we get the classicaleulerian numbers, and also note
that a standard Young tableau is just a linear extension of a certain poset [14,16, pp. 4

To illustrate, in Table A.1 we list all 24 permutations on four letters (Fig. A.1(f)), an
mark those that are not linear extensions of the naturally labelled poset of Fig. A.1(g
ble A.2 lists the linear extensions of the naturally labelled poset of Fig. A.1(k); Table
the linear extensions of the posets of Figs. 2.1 and A.1(l); and Table A.4 the linear
sions of the poset of Fig. A.1(m).

We note that, for each posetP , the index of the largest non-zerohk is k = n − 1 − r,
wheren = |P | andr +1 is the cardinality of the longest chain (totally ordered subset). (Se
the easy Lemma 5.1 or [16, Theorem 16.1].) Moreover, theh-vector(h0, . . . , hn−1−r ) is
symmetric just whenP is ranked(graded), that is, when every maximal chain has the sa
cardinality. This is the content of Stanley’s generalization of MacMahon’s theorem.

Theorem (Stanley). LetP be a finite naturally labelled poset. LetL(P ) be the set of linea
extensions ofP , and, for everyπ ∈ L(P ), let d(π) be the number of descents ofπ . LetM
bemax{d(π) | π ∈ L(P )}. Then the following are equivalent:

(i) hk = hM−k for 0 � k � M,
(ii) P is ranked.

3. The statement of Stanley’s problem from the 1981 Banff Conference on Ordered
Sets

At the 1981 Banff Conference on Ordered Sets [13, p. 807], Stanley said, “Abo
years ago I proved (the above result).” He went on to pose the following

Problem (Stanley, 1981). Find a combinatorial proof of this theorem. More precise
when (ii) holds describe explicitly a bijectionf :L(P )

�→ L(P ) such thatd(π) = M −
d(f (π)) for all π ∈ L(P ).

(Stanley added, “It would even be interesting to do this for the caseP ∼= r × s (the
product of anr-element chain and ans-element chain).”)

We solve Stanley’s problem by constructing a bijection

Φk,k :Hk → Hn−1−r−k

for k ∈ {0, . . . ,M = n−1− r} where|P | = n and every maximal chain hasr +1 elements
(Theorem 5.8).
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4. Background and previous results

Basic references on posets are [2] and [20, Chapter 3]. We will not assume a
is ranked without explicitly saying so. Because of the vast literature onf -vectors and
h-vectors of polytopes and posets, permutation statistics, etc., we limit ourselves
calling results most directly related to the present work, results concerning inequalit
h-vectors (which are also calledw-vectors). Relevant papers (albeit not essential for un
standing this work) include the very interesting [15], as well as [6,7] (see its Corollary
and [8] (see its Theorem 2.4), where Hibi shows, invoking a commutative algebra
[19, Theorem 2.1], that

h0 + h1 + · · · + hk � hM + hM−1 + · · · + hM−k

(
0� k �

⌊
M

2

⌋)
.

He states the following

Conjecture (Hibi, 1991). For 0 � k � �M
2 �,

hk � hM−k and h0 � h1 � · · · � h� M
2 �.

In the proof of [5, Theorem 1.2], Gasharov provides a bijection fromHk to Hn−1−r−k

when the rankr of the poset is 1 or 2, where we use the definition of rank that says
an antichain has rank 0. (He also proves that theh-vector is unimodal.) He writes, “Th
proof that we provide for Theorem 1.2 can be considered combinatorial, although
not explicitly exhibit the necessary injections as this would be rather cumbersome.”

Reiner and Welker [12] prove that, whenP is ranked, theh-vector is symmetric and
unimodal by invoking the (decidedly non-trivial)g-Theorem for simplicial polytopes [18
but this is not a combinatorial proof.

Fix a posetP of cardinalityn. Let Ω(P,m) denote the number of order-preservi
maps fromP to anm-element chain and letΩ(P,m) denote the number ofstrictly order-
preserving maps. These are polynomials inm (theorder polynomialand thestrict order
polynomial, respectively). Stanley’s reciprocity theorem for order polynomials ([17, Pr
sition 2.1], [20, Corollary 4.5.15]) states that

Ω(P,m) = (−1)nΩ(P,−m).

(Kreweras concedes being initially unaware ofStanley’s results, but his exposition is st
interesting [10].) Though partially hidden,our Proposition 5.5 really amounts to analyzi
the reciprocity theorem and its ingredients from Stanley’s theory ofP -partitions and con
siderations like those in [16, Section 18]. (We obtain the final bijection using the invol
principle.)

Thus we see that Stanley could have solved Stanley’s problem by reading Stanle
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5. The solution to Stanley’s problem

We will use the following notation and definitions throughout this section and the
All numbers will be non-negative integers. Forn � 0, let [n] := {1, . . . , n} and let

[n]0 := {0, . . . , n}. (If we have an expression like{1, . . . , n} wheren = 0, then we mean th
empty set.) Let|S| denote the cardinality of the finite setS. If X, Y , X′, andY ′ are sets with
X∩Y = ∅, and iff :X → X′ andg : Y → Y ′ are functions, definef ∪g :X∪Y → X′ ∪Y ′
to be the function such that, for everyz ∈ X ∪ Y ,

(f ∪ g)(z) =
{

f (z) if z ∈ X,
g(z) if z ∈ Y .

A multisetis a family with repetitions (so{1,2,2,3} �= {1,2,3} as multisets). We defin
cardinality, union, and complementation for multisets appropriately, so

∣∣{1,2,2,3}∣∣ = 4, {1,2} ∪ {2,3} = {1,2,2,3}, and

{1,2,2,3} \ {1,2} = {2,3}.

For k � 0, let
((

S
k

))
denote the family of cardinalityk multisets with elements draw

from the setS; if d1, . . . ,dk are numbers (k � 0), the notation{d1, . . . , dk}� for the corre-
sponding multiset indicates that

d1 � · · · � dk.

Let P be a finite alphabet (set). Ifw is a wordσ1 · · ·σk with k letters (k � 0; σ1, . . . ,

σk ∈ P ), the length |w| of w is k; we say the letterσi appearsin w (i ∈ [k]); and, if
1 � i < j � k, thatσi appears to the leftof σj in w. If w1 = σ1 · · ·σk andw2 = τ1 · · · τl are
words (k, l � 0; σ1, . . . , σk, τ1, . . . , τl ∈ P ), then theconcatenationof w1 andw2, denoted
w1w2, is the wordσ1 · · ·σkτ1 · · · τl .

A non-empty finite posetP is rankedof rank r if all maximal chains (totally ordere
subsets maximal with respect to set-inclusion) have the same cardinalityr + 1; therank
r(ρ) of an elementρ ∈ P is the rank of the subposet{ρ′ ∈ P | ρ′ � ρ}.

Fix a finite ranked posetP of cardinalityn � 2 and rankr. Fix an order-preservin
bijection fromP to the chain[n] and label the elements ofP asρ1, ρ2, . . . , ρn so that
ρi �→ i (i ∈ [n]). (This is called anatural labelling.)

If

w = ρi1 · · ·ρik

is a word drawn from the alphabetP (wherek � 0; i1, . . . , ik ∈ [n]), then we sayw is in
increasing orderif i1 < · · · < ik; andin decreasing orderif i1 > · · · > ik.

A linear extensionof P is a word

w = ρi1 · · ·ρin

(
i1, . . . , in ∈ [n])
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with n distinct letters such that, ifρ < ρ′ in P , thenρ appears to the left ofρ′ in w. The
descent setD(w) of such a linear extensionw is the set{j ∈ [n − 1] | ij > ij+1} and the
ascent setA(w) is {j ∈ [n − 1] | ij < ij+1}; we sayw hask descentsand l ascentsif
k = |D(w)| andl = |A(w)|. Let Hk be the set of linear extensions ofP with k descents.

For the next three paragraphs, fixk ∈ [n − 1− r]0. If l � k, let

Dk,l :=
{
(w,D) ∈ Hl ×

(( [n − 1]
k

)) ∣∣∣∣ D(w) ⊆ D

}

and

Ak,l :=
{
(v,A) ∈ Hn−1−r−l ×

(( [n − 1]
r + k

)) ∣∣∣∣ A(v) ⊆ A

}
.

Let Dk := ⋃k
l=0Dk,l andAk := ⋃k

l=0Ak,l .
For (w,D) ∈Dk , whereD = {d1, . . . , dk}�, let thecanonical factorizationof w be

w = w0 · · ·wk

where, for eachi ∈ [k],

di = |w0 · · ·wi−1|.

Forρ ∈ P , defineo(ρ) to be the numberi ∈ [k]0 such thatρ appears inwi .
For (v,A) ∈Ak , whereA = {a1, . . . , ar+k}�, let thecanonical factorizationof v be

v = v0 · · ·vr+k

where, for eachj ∈ [r + k],

aj = |v0 · · ·vj−1|.

Forρ ∈ P , defineq(ρ) to be the numberj ∈ [r + k]0 such thatρ appears invj .

Lemma 5.1. For l ∈ {n − r, . . . , n − 1}, Hl = ∅.

Proof. There is a maximal chain

ρi0 < · · · < ρir

wherei0, . . . , ir ∈ [n]. Theni0 < · · · < ir so any linear extension ofP contains at leastr
ascents. �
Lemma 5.2. Let k ∈ [n − 1− r]0.



302 J.D. Farley / Advances in Applied Mathematics 34 (2005) 295–312

t

-

-

(1) Let (w,D) ∈ Dk and letw = w0 · · ·wk be the canonical factorization.
Then, fori ∈ [k]0, wi is in increasing order.

(2) Let (v,A) ∈ Ak and letv = v0 · · ·vr+k be the canonical factorization.
Then, forj ∈ [r + k]0, vj is in decreasing order.

Proof. (1) This follows from the fact thatD(w) ⊆ D. (2) This follows from the fact tha
A(v) ⊆ A. �
Lemma 5.3. Let k ∈ [n − 1 − r]0 and suppose(v,A) ∈ Ak . Then forρ,ρ′ ∈ P such that
ρ � ρ′, we have

q(ρ) − r(ρ) � q
(
ρ′) − r

(
ρ′).

Proof. If ρ < ρ′, thenr(ρ) < r(ρ′), so there is a saturated chain

ρ =: ρir(ρ)
< · · · < ρir(ρ′) := ρ′

whereir(ρ), . . . , ir(ρ′) ∈ [n] with ir(ρ) < · · · < ir(ρ′). By Lemma 5.2(2),

q(ρ) = q(ρir(ρ)
) < · · · < q(ρir(ρ′)) = q

(
ρ′)

and henceq(ρ′) − q(ρ) � r(ρ′) − r(ρ). �
Corollary 5.4. Let k ∈ [n − 1 − r]0 and suppose(v,A) ∈ Ak . Then for allρ ∈ P , 0 �
q(ρ) − r(ρ) � k.

Proof. There existρ′, ρ′′ ∈ P such thatρ′′ � ρ � ρ′ and r(ρ′′) = 0 andr(ρ′) = r. By
Lemma 5.3,

0 � q
(
ρ′′) = q

(
ρ′′) − r

(
ρ′′) � q(ρ) − r(ρ) � q

(
ρ′) − r

(
ρ′) � (r + k) − r = k. �

Proposition 5.5. Fix k ∈ [n − 1− r]0.
Define a mapφk :Dk → Ak in the following manner. Given(w,D) ∈ Dk , define a se

quence of wordsv0, . . . , vr+k by lettingρ ∈ P appear in the wordvo(ρ)+r(ρ) and writing
each word in decreasing order. Letv = v0 · · ·vr+k , and, for eachj ∈ [r + k], let

aj := |v0 · · ·vj−1|
and letA = {a1, . . . , ar+k}. Setφk(w,D) = (v,A).

Define a mapψk :Ak → Dk in the following manner. Given(v,A) ∈ Ak , define a se
quence of wordsw0, . . . ,wk by lettingρ ∈ P appear in the wordwq(ρ)−r(ρ) and writing
each word in increasing order. Letw = w0 · · ·wk , and, for eachi ∈ [k], let

di := |w0 · · ·wi−1|
and letD = {d1, . . . , dk}. Setψk(v,A) = (w,D).

Thenφk andψk are well-defined, mutually-inverse bijections.
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We illustrate this bijection in Section 6, which the reader might wish to read while g
through the proof below.

Proof. In the first part of the proof, we show thatφk is well defined. Select(w,D) ∈
Dk . Let w = w0 · · ·wk be the canonical factorization and letv = v0 · · ·vr+k be as in the
statement of the proposition. As 0� o(ρ) + r(ρ) � k + r for eachρ ∈ P , v contains each
letter ofP exactly once.

We show thatv is a linear extension. Letρ,ρ′ ∈ P be such thatρ < ρ′. Thenr(ρ) <

r(ρ′) ando(ρ) � o(ρ′) (sincew is a linear extension), soo(ρ) + r(ρ) < o(ρ′) + r(ρ′).
Thusρ appears to the left ofρ′ in v.

By Lemma 5.1,|A(v)| � r; and clearly|A(v)| � r + k sincevj is in decreasing orde
for eachj ∈ [r + k]0. Letting l := |A(v)| − r we see thatv ∈ Hn−1−r−l .

BecauseD ⊆ [n − 1] andn � 1, we know|w0|, |wk| � 1. The first letter inw0 must
have rank 0 and so will be inv0; the last letter inwk must have rankr and so will be in
vr+k . HenceA ⊆ [n − 1]. Because each ofv0, . . . , vr+k is in decreasing order,A(v) ⊆ A.
Hence(v,A) ∈ Ak,l . Note thatv0 · · ·vr+k is the canonical factorization ofv.

In the second part of the proof, we show thatψk is well defined. Select(v,A) ∈Ak . Let
v = v0 · · ·vr+k be the canonical factorization and letw = w0 · · ·wk be as in the statemen
of the proposition. These words are well defined by Corollary 5.4;w contains each lette
of P exactly once.

We show thatw is a linear extension. Letρ,ρ′ ∈ P be such thatρ < ρ′. By Lemma 5.3
and the fact thatw0, . . . ,wk are in increasing order,ρ appears to the left ofρ′ in w.

The fact thatw0, . . . ,wk are in increasing order also says thatD(w) ⊆ D. Because
A ⊆ [n − 1] andn � 1, we know|v0|, |vr+k| � 1. The first letter ofv0 must have rank 0
and so will be inw0; the last letter ofvr+k must have rankr and so will be inwk . Hence
D ⊆ [n− 1] and thus(w,D) ∈Dk . Note thatw0 · · ·wk is the canonical factorization ofw.

Now again select(w,D) ∈Dk and let(v,A) = φk(w,D) and(w′,D′) = ψk(v,A). Let
w = w0 · · ·wk , w′ = w′

0 · · ·w′
k , andv = v0 · · ·vr+k be the canonical factorizations ofw,

w′, andv, respectively. Fori ∈ [k]0, ρ ∈ P appears inwi if and only if it appears invi+r(ρ)

if and only if it appears inw′
i ; thuswi = w′

i . Hencew = w′ andD = D′.
Select (v,A) ∈ Ak and let (w,D) = ψk(v,A) and (v′,A′) = φk(w,D). Let v =

v0 · · ·vr+k , v′ = v′
0 · · ·v′

r+k , andw = w0 · · ·wk be the canonical factorizations ofv, v′,
and w, respectively. Forj ∈ [r + k]0, ρ ∈ P appears invj if and only if it appears in
wj−r(ρ) if and only if it appears inv′

j ; thusvj = v′
j . Hencev = v′ andA = A′. �

Lemma 5.6. Let k, l ∈ [n − 1 − r]0 where l � k. Suppose there exists a bijecti
Φl,l :Dl,l →Al,l with inverseΨl,l :Al,l → Dl,l .

Define a map

Φk,l :Dk,l → Ak,l

as follows: for all (w,D) ∈Dk,l , Φk,l(w,D) := (v,A) where

(
v,A(v)

) = Φl,l

(
w,D(w)

)
and A = A(v) ∪ [

D \ D(w)
]

(a union of multisets).
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Define a map

Ψk,l :Ak,l → Dk,l

as follows: for all (v,A) ∈Ak,l , Ψk,l(v,A) = (w,D) where

(
w,D(w)

) = Ψl,l

(
v,A(v)

)
and D = D(w) ∪ [

A \ A(v)
]

(a union of multisets).
ThenΦk,l andΨk,l are well-defined, mutually-inverse bijections.

Proof. First we show thatΦk,l is well defined. With(w,D) ∈ Dk,l as above,|A| =
|A(v)| + |D| − |D(w)| = r + l + k − l = r + k.

Next, we show thatΨk,l is well defined. With(v,A) ∈ Ak,l as above,|D| = |D(w)| +
|A| − |A(v)| = l + r + k − (r + l) = k.

Now suppose

(w,D) ∈ Dk,l, (v,A) = Φk,l(w,D), and
(
w′,D′) = Ψk,l(v,A).

Clearlyw = w′ (becauseΦl,l andΨl,l are inverses). Also,

D′ = D(w) ∪ [(
A(v) ∪ [

D \ D(w)
]) \ A(v)

]
= D(w) ∪ (

D \ D(w)
) = D

sinceD(w) ⊆ D.
Finally, suppose

(v,A) ∈Ak,l , (w,D) = Ψk,l(v,A), and
(
v′,A′) = Φk,l(w,D).

Clearlyv = v′. Also,

A′ = A(v) ∪ [(
D(w) ∪ [

A \ A(v)
]) \ D(w)

]
= A(v) ∪ (

A \ A(v)
) = A

sinceA(v) ⊆ A. �
Lemma 5.7 (Involution Principle, q.v. [4,20, §2.6]). Let X, Y , X′, and Y ′ be finite sets
with X ∩ Y = ∅ = X′ ∩ Y ′. LetΦX :X → X′ andφ :X ∪ Y → X′ ∪ Y ′ be bijections with
inversesΨX :X′ → X andψ :X′ ∪ Y ′ → X ∪ Y , respectively.

Define a mapΦY :Y → Y ′ as follows. For ally ∈ Y , let t � 0 be the smallest non
negative integer such that

(
(φ ◦ ΨX)t ◦ φ

)
(y) =: y ′ ∈ Y ′

(such at must exist) and letΦY (y) := y ′.
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Define a mapΨY :Y ′ → Y as follows. For ally ′ ∈ Y ′, let t � 0 be the smallest non
negative integer such that

(
(ψ ◦ ΦX)t ◦ ψ

)(
y ′) =: y ∈ Y

and letΨY (y ′) := y.
ThenΦY andΨY are well-defined, mutually-inverse bijections.

Theorem 5.8. Let P be a finite ranked poset of cardinalityn � 2 and rankr. Let k ∈
[n − 1− r]0.

Construct an explicit bijectionΦk,k :Hk → Hn−1−r−k in the following manner.(We
identifyHl with Dl,l andHn−1−r−l with Al,l for all l � k.)

If k = 0, use the mapφ0 of Proposition5.5.
If k � 1, first construct the bijectionsΦl,l :Hl → Hn−1−r−l for l ∈ [k − 1]0; then

construct the bijectionsΦk,l :Dk,l → Ak,l as per Lemma5.6. Use the involution prin-
ciple of Lemma5.7 with X = ⋃k−1

l=0 Dk,l , Y = Hk, X′ = ⋃k−1
l=0 Ak,l , Y ′ = Hn−1−r−k ,

ΦX = ⋃k−1
l=0 Φk,l , andφ = φk (the map of Proposition5.5).

Thus we solve the problem of Stanley from the 1981 Banff Conference on Ordered

6. An example of the bijection solving Stanley’s problem

Consider the ranked poset of Fig. 6.1 withn = 6 andr = 2. Its h-vector is(1,6,6,1);
see Table 6.1 for all of its linear extensions.

h0 = 1 h1 = 6 h2 = 6 h3 = 1

n = 6 r = 2

Fig. 6.1. A poset used to illustrate Theorem 5.8.

Table 6.1
Linear extensions of the poset of Fig. 6.1

H0 H1 H2 H3

123456 124356 415236 415263
124536 412563
124563 412536
142356 145263
145236 142563
412356 142536
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ve it to
.

the
Fork = 0 we have

D0,0 = {
(123456,∅)

}
and A0,0 = {

(41 52 63,24)
}
.

(For clarity, we leave out the braces and commas when listing the multisets.) We lea
the reader to guess the mapφ0 of Proposition 5.5 (and hence the mapΦ0,0 of Theorem 5.8)

Fork = 1, we have

D1,0 = {
(1 23456,1), (12 3456,2), (123 456,3), (1234 56,4), (12345 6,5)

}

and

D1,1 = {
(124 356,3), (1245 36,4), (12456 3,5),

(14 2356,2), (145 236,3), (4 12356,1)
}
.

We also have

A1,0 = {
(4 1 52 63,124), (41 52 63,224), (41 5 2 63,234),

(41 52 63,244), (41 52 6 3,245)
}

and

A1,1 = {
(41 52 3 6,245), (41 2 5 63,234), (41 2 53 6,235),

(1 4 52 63,124), (1 42 5 63,134), (1 42 53 6,135)
}
.

We describe the mapφ1 of Proposition 5.5 by using spaces to delineate the factors in
canonical factorizations. (See Table 6.2.)

The mapΦ1,0 of Lemma 5.6 is given by

Table 6.2
The mapφ1

D w0 w1
φ1−→ v0 v1 v2 v3 A

1 1 23456 1 4 52 63 124
2 12 3456 1 42 5 63 134
3 123 456 1 42 53 6 135
4 1234 56 41 2 53 6 235
5 12345 6 41 52 3 6 245
3 124 356 41 2 5 63 234
4 1245 36 41 52 63 244
5 12456 3 41 52 6 3 245
2 14 2356 41 52 63 224
3 145 236 41 5 2 63 234
1 4 12356 4 1 52 63 124
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three
ral
osets
n for
lution
jeu de
(1 23456,1)
Φ1,0−→ (4 1 52 63,124)

(12 3456,2)
Φ1,0−→ (41 52 63,224)

(123 456,3)
Φ1,0−→ (41 5 2 63,234)

(1234 56,4)
Φ1,0−→ (41 52 63,244)

(12345 6,5)
Φ1,0−→ (41 52 6 3,245)

Finally, we can computeΦ1,1 using the involution principle:

124356
φ1−→ 412563

124536
φ1−→ (41 52 63,244)

Ψ1,0−→ (1234 56,4)
φ1−→ 412536

124563
φ1−→ (41 52 6 3,245)

Ψ1,0−→ (12345 6,5)
φ1−→ 415236

142356
φ1−→ (41 52 63,224)

Ψ1,0−→ (12 3456,2)
φ1−→ 142563

145236
φ1−→ (41 5 2 63,234)

Ψ1,0−→ (123 456,3)
φ1−→ 142536

412356
φ1−→ (4 1 52 63,124)

Ψ1,0−→ (1 23456,1)
φ1−→ 145263

Hence the bijection

Φ1,1 :H1 → H2

is given by

124356
Φ1,1−→ 412563

124536
Φ1,1−→ 412536

124563
Φ1,1−→ 415236

142356
Φ1,1−→ 142563

145236
Φ1,1−→ 142536

412356
Φ1,1−→ 145263

7. The future of an injection

While we have solved the problem of Stanley, our results could be improved in
ways. First, our bijection works for an arbitrary ranked poset with an arbitrary natu
labelling, but there may be a more “natural” bijection for particular types of ranked p
with particular natural labellings. So it would still be satisfying to construct the bijectio
a product of two chains. Second, the part of our bijection where we invoke the invo
principle can probably be described even more explicitly in a manner reminiscent of
taquin (although, needless to say, withoutthe same far-reaching consequences).
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-

Third, one could perhaps prove thathk � hn−1−r−k for an arbitrary (not necessari
ranked) poset of cardinalityn and heightr (k � �n−1−r

2 �) by refining our solution to Stan
ley’s problem.

A. Poset menagerie

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. A.1. Examples ofh-vectors.
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(h)

(i)

(j)

(k)

(l)

(m)

Fig. A.1. (Continued.)
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(n)

Fig. A.1. (Continued.)

Table A.1
Linear extensions of1 + 1 + 1 + 1 and
1 + 1 + 2 (the latter unmarked)

H0 H1 H2 H3

1234 2134 4312∗ 4321∗
3124∗ 4213
4123 3214∗
1324 4231∗
1423 3241∗
2314∗ 4132
2413 3142∗
3412∗ 2143
1243 3421∗
1342 2431∗
2341∗ 1432

Table A.2
Linear extensions of the poset of Fig. A.1(k)

H0 H1 H2 H3

123456 123465 124365 143265
123546 132465 214365
124356 132546
124635 134265
132456 142365
134256 143256
142356 213465
213456 142635

213546
214356
214635
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Table A.3
Linear extensions of the posets of Figs. 2.1
and A.1(l) (the latter unmarked)

H0 H1 H2 H3

123456 124356 451623 415263
124536 415623
124563 415236
142356 451263
145236 412563
145623 412536
412356 145263
451236 142563
456123∗ 142536

Table A.4
Linear extensions of the poset of Fig. A.1(m)

H0 H1 H2 H3

12345 13245 13254 32154
21345 21354
12354 32145
31245 31254
23145 23154
23514 32514
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