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Executive Summary

Executive Summary

Basic Premises

If high-performance computing (HPC) export control policy is to be effective, three basic
premises must hold:

(1) There exist problems of great national security importance that require high-performance
computing for their solution, and these problems cannot be solved, or can only be solved
in severely degraded forms, without such computing assets.

(2) There exist countries of national security concern to the United States that have both the
scientific and military wherewithal to pursue these or similar applications.

(3) There are features of high-performance computers that permit effective forms of control.

This study applies and extends the methodology established in Building on the Basics [1]. Its
objective has been to study trends in HPC technologies and their application to problems of
national security importance to answer two principal questions:

Do the basic premises continue to be satisfied as the 20th century draws to a close?

In what range of performance levels might an export-licensing threshold be set so that the
basic premises are satisfied?

The study concludes that export controls on HPC hardware are still viable, although much
weaker than in the past. In particular, while applications of national security interest abound,
it is increasingly difficult to identify applications that strongly satisfy all three basic premises,
i.e. are of extreme national security importance and would likely be effectively pursued by
countries of national security concern and would be severely retarded without levels of
computing performance that could be effectively controlled.
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Industry Trends Impacting Export Control

HPC industry trends having the strongest impact on the export control regime include:

(1) Developments that increase the performance of HPC products within given market/price
niches, and

(2) Developments that enhance scalability and, more generally, the ability to apply the
computing power of multiple smaller systems to the solution of a single computational
problem.

Some of the most significant developments are advances in microprocessors, interconnects,
and system architectures.

Microprocessors

Microprocessor performance will continue to improve dramatically through the end of the
century. In 1997, nearly all microprocessor developers had volume products above 500
Mtops. In 1998, the first microprocessors to exceed 1500 Mtops will be in volume
production. By 1999, some microprocessors will exceed 2000 Mtops; in 2000, processors of
nearly 7000 Mtops will reach volume production. Industry projections are that in 2001
microprocessors of 7-10,000 Mtops will ship. Improvements in performance will come from
a combination of more functional units, multiple central processing units on a chip, on-chip
graphics processors, and increased clock frequency. Industry feels that such improvements
can be made without having to make significant technological breakthroughs this century.

Interconnects

In multiprocessor systems, actual performance is strongly influenced by the quality of the
interconnect that moves data among processors and memory subsystems. Traditionally,
interconnects could be grouped into two categories: proprietary high-performance
interconnects used within individual vendor products, and industry standard interconnects
such as local area networks. The two categories represent very different qualities, measured in
bandwidth and latency. In recent years, a new class of interconnect has emerged represented
by products from Myricom, Digital Equipment Corporation (DEC), Essential
Communications, Dolphin Interconnect Solutions, Inc., and others. These *clustering
interconnects” offer much higher bandwidth and lower latency than local area networks.
While they can be used to integrate a number of individual systems into a single configuration
that can perform useful work on many applications, they still have shortcomings compared to
proprietary high-performance interconnects. These shortcomings may include lower
bandwidth, higher latency, greater performance degradation in large configurations, or
immature system software environments.

The implication for the export control regime is that commercially available clustering
interconnects, while useful, should not be considered equal substitutes for the high-
performance, proprietary interconnects used within most high-performance computing
systems today.

System Architectures

The dominant trend in overall system architecture in recent years has been toward either a
distributed shared memory system or a hierarchical modular system. Vendors today are
pursuing one strategy or the other, or both simultaneously. In distributed shared memory
systems, memory is physically distributed but logically shared. A consequence is that memory
access time may not be uniform. In hierarchical modular systems, multiprocessor nodes have
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memory that is logically and physically shared, while between nodes a distributed memory
message passing paradigm is used. It is unlikely that dramatically different architectures will
be used within the next three to five years. The implication for the export control regime is
that the difference between large and small configuration systems, from the perspective of
user applications and systems management, is decreasing. Users of small configurations will
be better positioned to test and improve their applications without the need to use the larger
systems. The larger systems will only be needed for those runs that require greater resources.

Controllability of HPC Platforms and Performance

Building on the Basics asserted that there were computational performance levels that could
be attained so easily that control thresholds set below these levels would be ineffective. The
principal factors influencing the so-called lower bound of controllability are:

(1) the performance of computing platforms that have qualities (size, price, numbers installed,
vendor distribution channels, age, dependence on vendor support) that make them
difficult to monitor;

(2) the scalability of platforms; and

(3) the performance of systems available from foreign sources not supporting U.S. export
control policies.

Controllability of Platforms

The performance of systems tends to correlate with factors that influence controllability.
More powerful systems tend to be sold in smaller numbers, be more expensive, have larger
configurations, and require greater amounts of vendor support for installation and
maintenance. Table ES-1 illustrates a few of the controllability factors, together with
performance, of categories of computer systems based on commercial microprocessors
available in 4Q 1997.

Type Units installed Price End-user attainable

performance
Multi-rack HPC systems 100s $750K-10s of millions 20K+ Mtops
High-end rack servers 1000s $85K-1 million 7K-20K Mtops
High-end deskside servers 1000s $90-600K 7K-11K Mtops
Mid-range deskside servers 10,000s $30-250K 800-4600 Mtops
UNIX/RISC workstations 100,000s $10-25K 300-2000 Mtops
Windows NT/Intel servers 100,000s $3-25K 200-800 Mtops
Laptops, uniprocessor PCs 10s of millions $1-5K 200-350 Mtops

Table ES-1. Categories of computers based on commercial microprocessors
(4Q 1997)
Controllability is a function not only of the nature of technologies and markets, but also of the

resources brought to bear on enforcement. A key decision for the U.S. Government is which
of these categories are considered controllable, and which are not.

Scalability

Scalability, the ability to increase the capability of a computer system incrementally by adding
processors, memory, and input/output facilities, has become a principal design objective of
most HPC systems of the 1990s. It has become increasingly possible to upgrade systems in the
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field without a great deal of vendor support. Scalability is a problem for export control. When
systems are extensively and easily scalable without vendor support, end-users may acquire,
completely legitimately, multiple small configurations lying below the control threshold and
then, on their own, recombine CPUs and memory to create a single configuration with a
performance above the control threshold. For example, some rack-based systems sold in
1997-1998 may be sold in configurations of less than 1000 Mtops, and scaled by competent
end-users to over 15,000 Mtops by adding CPU, memory, and 1/O boards.

The government has two main options for coping with scalability. First, make licensing
decisions based on the performance of a configuration about to be sold, and make government
officials and vendors responsible for maintaining close and long-term oversight of end-user
installations. This option, the current practice, requires a high level of post-sale vigilance. As
the number of foreign installations grows and the ease with which systems can be scaled
increases, the cost of enforcement rises and the certainty of success decreases.

A second option is to make licensing decisions based on the end-user attainable
performance of a system when making licensing decisions, rather than the performance of a
specific configuration. The end-user attainable performance is defined as the performance of
the largest configuration of an individual, tightly coupled system an end-user could assemble
without vendor support, using only the hardware and software provided with lesser
configurations. A two-processor rack-based system would be treated differently from a two-
processor deskside system, because the former can be upgraded relatively easily to a higher
performance than the latter. Systems requiring extensive vendor support for upgrades, such as
traditional supercomputers, have end-user attainable performance precisely equal to the
configuration installed.

The second option is a more conservative approach to licensing in that it assumes a worst-
case scenario, that end-users will increase the performance of a configuration they obtain to
the extent they can. At the same time, however, it reduces the need to detect post-shipment
upgrades, for upgrading would have been taken into account during the licensing process.
Furthermore, this option provides policy makers with a more precise means to distinguish
between systems with different controllability characteristics.

Foreign Sources of HPC Systems

The controllability of HPC systems today is not greatly influenced by HPC systems originating
in foreign countries, with the notable exception of Japan. The international market is
overwhelmingly dominated, at least in the mid- and high-end server categories, by U.S.
companies and their international business partners. Indigenous systems from countries such
as Russia, India, and China are not internationally competitive. Indigenous systems from these
countries with performance above 2000 Mtops are available in only single-digit units or tens of
units at best, rather than thousands or tens of thousands of units.

Establishing a Lower Bound of Controllability

In establishing a lower bound of controllability, we factored in a time lag needed for a given
product’s market to mature. In the case of rack-based systems, we conservatively estimated
this time lag to be about two years. Smaller systems are sold more quickly and in higher
volumes. We have used a one-year time lag for mid-range servers. Given these time lags, we
estimate that the end-user attainable performance of rack-based systems whose markets have
matured to lie between 15,000 and 30,000 Mtops in 2000, depending on the vendor. The
end-user attainable performance for mid-range, deskside systems will reach approximately
6500 Mtops that same year. The latter figure will rise dramatically in late 2000 or 2001 as
tens or hundreds of thousands of mid-range servers in the 15,000+ Mtops range are shipped.
Configurations of four or eight CPUs, with each CPU measuring 4-7000 Mtops, will constitute
the “sweet spot” of the mid-range market.
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National Security Applications

A major finding of this study is that there is no lack of computationally demanding applications
of national security interest, nor is there likely to be in the foreseeable future. The
computational requirements of moving to larger problem sizes, finer resolutions,
multidisciplinary problems, etc., create demands for compute cycles and memory that are,
for all practical purposes, insatiable. The first basic premise is, and will continue to be,
satisfied.

The major change in applications over the last several years has been the extent to which
practitioners have used parallel computing platforms not only in research settings, but also in
production environments. The combination of mature parallel hardware/software platforms
from vendors, platform-independent application programming interfaces like the Message
Passing Interface (MPI), and industry trends toward microprocessor-based systems have
prompted practitioners to make the transition from parallel vector-pipelined platforms to
massively parallel platforms for most high-end applications.

The methodology used for this report and its predecessor requires the establishment of an
“upper bound” for the control threshold that lies at or above the lower bound, but below the
performance requirements of key applications of national security concern, or clusters of
national security applications. This study has cataloged in detail an extensive number of
national security applications. The national security community must decide which of these
have the greatest significance for the nation’s security. Are there performance levels at which
there is a relatively greater density of national security applications? There appear to be,
although these tend to be found around the performance levels of “workhorse” computing
systems widely used in the national security community. We have observed application
clusters at:

4000-6000 Mtops. Key applications in this range include JAST aircraft design, non-
acoustic anti-submarine warfare sensor development, and advanced synthetic aperture
radar computation. The number of applications at this performance range is growing
rapidly with the increase in the number of systems in this range.

8000-9000 Mtops. Applications here include bottom-contour modeling of shallow water
in submarine design, some synthetic aperture radar applications, and algorithm
development for shipboard infrared search and track.

10,000-12,000 Mtops. Applications here include global and regional weather forecasting,
image processing, and moderate-sized particle dynamics problems.

15,500-17,500 Mtops. Applications here include modeling turbulence around aircraft
under extreme flight conditions, and moderate-sized battlefield simulations.

20,000-22,000 Mtops. A sizable cluster of applications here includes advanced weather
forecasting, impact of blasts on underground and surface structures, advanced aircraft
design, and modeling of complete submarine hulls.

The selection of a control threshold is facilitated when there is a clear understanding of which
applications are of greatest national security concern. While this study discusses a large
number of applications of national security interest, it is not clear which of these are of
extreme national security concern. The national security community must bear the
responsibility of determining which are considered critical to U.S. interests.
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Countries of National Security Concern

The second basic premise of export control policy states that there exist countries of national
security concern with the scientific and military wherewithal to pursue computationally
demanding applications of national security importance. Capability depends not only on
having (1) the necessary hardware and systems software, but also (2) the application codes,
valid test data, and correct input data, and (3) the expertise necessary to use the codes and
interpret the results correctly. (2) and (3) are often more of a limiting factor than (1). There
exist a few clear examples of foreign countries having the expertise necessary to pursue
particular applications successfully. Nuclear weapons development and stockpile stewardship
is one, although the computational performance necessary for weapons development, given
the necessary test data, is at or below today’s UNIX/RISC workstations. At the level of
computing readily available today and the near future, additional computing power does not
compensate for the lack of test data. Military-grade weather forecasting is another. A critical
gquestion, which we have been unable to pursue satisfactorily in this study, is which countries
are able and likely to productively use HPC to pursue which applications. It does not appear
that the U.S. Government is effectively gathering such intelligence in a systematic fashion.

Export Control at the Turn of the Century

This study has concluded that the export control regime can remain viable for the next several
years and offers policy makers a number of alternatives for establishing thresholds and
licensing practices that balance national security interests and the realities of HPC technologies
and markets. Nevertheless, there are a number of trends that will make the regime less
successful in achieving its objectives than has been the case in the past. In the future, the
probability will increase that individual restricted end-use organizations will be able to
successfully acquire or construct a computing system to satisfy a particular application need.
A number of factors contribute to this “leakage.”

First, if policy makers do decide that systems with installed bases in the thousands or tens
of thousands are controllable, it is inevitable that individual units will find their way to
restricted destinations.

Second, industry is working intensively toward the goal of seamless scalability, enhanced
systems management, single-system image, and high efficiency across a broad range of
performance levels. Systems with these qualities make it possible for users to develop and test
software on small configurations yet run it on large configurations. An inability to gain access
to a large configuration may limit a user’s ability to solve certain kinds of problems, but will
not usually inhibit their ability to develop the necessary software.

Third, clustered systems are improving in the quality of both their interconnects and
supporting software. Foreign users are able to cluster desktop or deskside systems into
configurations that perform useful work on some applications. Such systems are not the
equivalent of vendor-supplied, fully integrated systems. However, because it is difficult to
prevent the construction of clustered systems, the control regime will leak.

Finally, given the nature and volume of foreign sales of today’s HPC market, where most
U.S. vendors sell approximately 50 percent of their output abroad, monitoring and control of
large numbers of systems is difficult. It is exacerbated by the apparent lack of an effective
multilateral regime governing re-exports. It is, moreover, difficult to imagine effective re-
export controls in today’s political and commercial world that would prevent the acquisition
of one or two machines by many of the end-users of greatest concern.

Nevertheless, even an imperfect export control regime offers a number of benefits to U.S.
national security interests. First, licensing requirements at appropriate levels force vendors
and government agencies to pay close attention to who the end-users are and what kinds of
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applications they are pursuing. Second, the licensing process provides government with an
opportunity to review and increase its knowledge about end-users brought to its attention. The
government should improve its understanding of end-users of concern so that it can make
better decisions regarding those end-users. Finally, while covert acquisition of high-
performance computers is much easier today than in the past, users without legitimate access
to vendor support are at a disadvantage, especially for operational or mission-critical
applications.

Outstanding Issues, Decisions, Concerns

Periodic reviews. This study documents the state of HPC technologies and applications during
1997-early 1998, and makes some conservative predictions of trends in the next two to five
years. The rapid pace of change in this industry continues unabated. The future viability of the
export control policy will depend on its keeping abreast of change and adapting in an
appropriate and timely manner. When based on accurate, timely data and an open analytic
framework, policy revisions become much more sound, verifiable, and defensible. There is no
substitute for periodic reviews and modification of the policy. While annual reviews may not
be feasible given policy review cycles, the policy should be reviewed no less frequently than
every two years.

Controllability of computing systems and the objectives of HPC export control. The U.S.
Government must decide which categories of computing systems are controllable. The
answer depends not only on technology and market features and the enforcement resources
to be applied, but also on the ultimate goal of the policy. Is the principal objective (a) to
prevent individual HPC systems from being acquired by a small and specific set of often well-
funded foreign end-users of greatest national security concern, or (b) to prevent large numbers
of systems from penetrating a nation’s civilian and military communities? Since (a) is more
difficult than (b) at a given control threshold, the determination of which systems are
controllable will be influenced by the policy’s ultimate objective.

Controlling scalability. Policy makers must decide how they will prevent end-users from
scaling systems beyond the level authorized in export licenses. Current practice holds vendors
and government officials responsible for monitoring system configurations after shipment, an
increasingly difficult and uncertain endeavor. An alternative approach would make licensing
decisions based on the end-user attainable performance of a system. While more conservative,
it relieves much of the burden and uncertainty of post-shipment monitoring by controlling for
scalability at the time an export license is granted rather than after the system has been
shipped to an end-user.

Applications of national security importance. The current study has surveyed a substantial
number of applications of national security importance to determine whether or not there are
applications that can and should be protected using export controls of high-performance
computing. While the study has enumerated a number of applications that may be protected,
it has not answered the question of which applications are of greatest national security
importance and should be protected. This question can only be answered by the national
security community, and it is important that it be answered. If an application area lacks a
constituency willing to defend it in the public arena, it is difficult to argue that it should be a
factor in setting export control policy.

During the Cold War, when the world’s superpowers were engaged in an extensive arms
race and building competing spheres of influence, it was relatively easy to make the argument
that certain applications relying on high-performance computing were critical to the nation’s
security. Because of changes in the geopolitical landscape, the nature of threats to U.S.
national security, and the HPC technologies and markets, the argument appears to be more
difficult to make today than in the past. We have found few voices in the applications
community who feel that export control on controllable levels of HPC hardware is vital to the

Xiii



High-Performance Computing, National Security Applications, and Export Control Policy

protection of their application. Constituencies for the nuclear and cryptographic applications
exist, although they are not unanimous in their support of the policy. An absence of
constituencies in other application areas who strongly support HPC hardware export controls
may reflect an erosion of the basic premises underlying the policy. If this is the case, it should
be taken into account; where such constituencies exist, they should enter into the discussion.

Reference

[1] Goodman, S. E., P. Wolcott, and G. Burkhart, Building on the Basics: An Examination of
High-Performance Comp uting Export Control Policy in the 1990s, Center for International
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Chapter 1: Introduction

This study is a successor to Building on the Basics: High-Performance Computing Export Control
in the 1990s [1] (published in a slightly updated form in [2]). That study established a framework
and methodology for deriving an export control threshold by taking into account both
applications of national security concern and the technological and market characteristics of a
rapidly changing high-performance computing (HPC) industry. One objective of the study was to
establish a process for updating the policy that would be transparent, objective, defensible, and
repeatable. The current study, undertaken two years after the first, applies the methodology and
framework of the first study to determine (a) whether or not a control threshold exists that could
be part of a viable export control policy, and (b) what the range of possible thresholds might be.

In addition to recommending that the process be repeated regularly, the earlier study
recommended a much more comprehensive analysis of applications of national security concern
than was possible in 1995. Consequently, this study provides greatly enhanced coverage of
national security applications, their computational nature and requirements, and the manner in
which such applications are pursued given the changes in the HPC industry.

This introduction provides a brief review of the framework developed in Building on the
Basics. Chapter 2 analyzes key trends in the HPC industry from the perspective of those elements
of significance to the export control regime. Chapter 3 provides an expanded analysis of the
concept of the lower bound of controllability and establishes a set of options for s in establishing
the lower bound of a range of viable control thresholds. Chapter 4 provides extensive coverage of
a broad spectrum of national security applications to give s insight into the upper bound for a
control threshold. Chapter 5 integrates chapters 3 and 4 into a concrete set of policy options and
implications.

The Basic Premises behind Export Control Thresholds
The HPC export control policy has been successful in part because it has been based on three
premises that were largely true for the duration of the Cold War:

(1) There are problems of great national security importance that require high-performance
computing for their solution, and these problems cannot be solved, or can only be solved in
severely degraded forms, without such computing assets.

(2) There are countries of national security concern that have both the scientific and military
wherewithal to pursue these or similar applications.

(3) There are features of high-performance computers that permit effective forms of control.
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If the first two premises do not hold, there is no justification for the policy. If the third premise
does not hold, an effective export control policy cannot be implemented, regardless of its
desirability.

While a strong case can be made that all three premises held during the Cold War, there have
been significant changes that impact this policy. In particular, following the dissolution of the
Soviet Union, threats to national security have become smaller, but more numerous; there have
been dramatic advances in computing technologies; and the use of HPC within the U.S. national
security community has expanded.

If the premises are still valid, it should be possible to derive a control threshold in a way that is
explicit, justifiable, and repeatable. If the premises are not valid, then the analysis should clearly
illustrate why no effective control policy based on the premises is possible.

Deriving a Control Threshold

The first premise postulates that there exist applications with high minimum computational
requirements. In other words, if the minimum computational resources (especially, but not
exclusively, performance) are not available, the application cannot be performed satisfactorily. To
establish the performance requirements, we asked applications practitioners to identify the
computer configuration that they would need to carry out the application. The composite
theoretical performance (CTP) of such a configuration was used to quantify the Mtops used for
this application.*

In some cases, the configuration used was more powerful than was necessary to do the
application satisfactorily. Figure 1-1 shows the performance of the minimum acceptable
configuration and the configuration actually used for the F-22 aircraft design application.

Most powerful system available
3.708 in 1987-1990: Cray YMP/8
CTP
Actual design performed
958 on Cray YMP/2
189 —+— Minimum system acceptable:
IBM 3090/250

Figure 1-1. Minimum, actual, and maximum computing power available for F-22 design

The third premise requires that systems above the minimum performance level of a particular
application have characteristics that permit their export and use to be closely monitored,
controlled, and when necessary, denied. If there exist systems that cannot be controlled whose
performance exceeds the minimum necessary to carry out the application, then the U.S.

* The composite theoretical performance is measured in millions of theoretical operations per second (Mtops). Mtops
ratings consider both floating-point and non-floating-point operations, and account for variations in word length,
numbers of processors, and whether the system is based on a shared memory or distributed memory paradigm.
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Government will be unable to control that application solely by trying to deny the necessary
computer power.

In order for the control regime to be justifiable, there must be some applications that satisfy
both the first and third premises.

Over time, the computational performance of the most powerful uncontrollable system(s)
rises. As it rises, it overtakes the minimum computing requirements of individual applications. If
the minimum and actual performance levels for particular applications are plotted over time, the
dynamic may be illustrated as shown in Figure 1-2. For illustration purposes, this figure uses only
hypothetical data.
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Figure 1-2. Establishing a range for a viable control threshold

Under current practice, a control threshold is established at a particular point in time and
remains in effect until revised through policy changes. The set of viable thresholds—those that
satisfy the three basic premises—must at the same time lie between two bounds: The “lower
bound” is determined by the level of the most powerful uncontrollable systems. The “upper
bound” is determined by those national security applications whose minimum performance
requirements lie above the lower bound. In Figure 1-2, applications N, P, and R are those that
can be protected by export control of HPC hardware.

The selection of a specific control threshold further takes into account the nature of the
computer market for systems whose performance, measured in Mtops, lies within the range
between the lower and upper bounds. Ideally, a control threshold would be established below a
point where there were numerous or particularly significant applications of national security
concern, but above the performance level of systems enjoying large markets.

The following chapters supply data for the model. Chapter 2 discusses industry trends that
impact the export control policy. Chapter 3 discusses the determination of a lower bound.
Chapter 4 discusses the computational requirements of a substantial number of applications of
national security concern. Chapter 5 integrates the results of the previous chapters into a
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discussion of policy options and implications.
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This study is a successor to Building on the Basics: High-Performance Computing Export Control
in the 1990s [1] (published in a slightly updated form in [2]). That study established a framework
and methodology for deriving an export control threshold by taking into account both
applications of national security concern and the technological and market characteristics of a
rapidly changing high-performance computing (HPC) industry. One objective of the study was to
establish a process for updating the policy that would be transparent, objective, defensible, and
repeatable. The current study, undertaken two years after the first, applies the methodology and
framework of the first study to determine (a) whether or not a control threshold exists that could
be part of a viable export control policy, and (b) what the range of possible thresholds might be.

In addition to recommending that the process be repeated regularly, the earlier study
recommended a much more comprehensive analysis of applications of national security concern
than was possible in 1995. Consequently, this study provides greatly enhanced coverage of
national security applications, their computational nature and requirements, and the manner in
which such applications are pursued given the changes in the HPC industry.

This introduction provides a brief review of the framework developed in Building on the
Basics. Chapter 2 analyzes key trends in the HPC industry from the perspective of those elements
of significance to the export control regime. Chapter 3 provides an expanded analysis of the
concept of the lower bound of controllability and establishes a set of options for s in establishing
the lower bound of a range of viable control thresholds. Chapter 4 provides extensive coverage of
a broad spectrum of national security applications to give s insight into the upper bound for a
control threshold. Chapter 5 integrates chapters 3 and 4 into a concrete set of policy options and
implications.

The Basic Premises behind Export Control Thresholds
The HPC export control policy has been successful in part because it has been based on three
premises that were largely true for the duration of the Cold War:

(1) There are problems of great national security importance that require high-performance
computing for their solution, and these problems cannot be solved, or can only be solved in
severely degraded forms, without such computing assets.

(2) There are countries of national security concern that have both the scientific and military
wherewithal to pursue these or similar applications.

(3) There are features of high-performance computers that permit effective forms of control.
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If the first two premises do not hold, there is no justification for the policy. If the third premise
does not hold, an effective export control policy cannot be implemented, regardless of its
desirability.

While a strong case can be made that all three premises held during the Cold War, there have
been significant changes that impact this policy. In particular, following the dissolution of the
Soviet Union, threats to national security have become smaller, but more numerous; there have
been dramatic advances in computing technologies; and the use of HPC within the U.S. national
security community has expanded.

If the premises are still valid, it should be possible to derive a control threshold in a way that is
explicit, justifiable, and repeatable. If the premises are not valid, then the analysis should clearly
illustrate why no effective control policy based on the premises is possible.

Deriving a Control Threshold

The first premise postulates that there exist applications with high minimum computational
requirements. In other words, if the minimum computational resources (especially, but not
exclusively, performance) are not available, the application cannot be performed satisfactorily. To
establish the performance requirements, we asked applications practitioners to identify the
computer configuration that they would need to carry out the application. The composite
theoretical performance (CTP) of such a configuration was used to quantify the Mtops used for
this application.*

In some cases, the configuration used was more powerful than was necessary to do the
application satisfactorily. Figure 1-1 shows the performance of the minimum acceptable
configuration and the configuration actually used for the F-22 aircraft design application.

Most powerful system available
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Figure 1-1. Minimum, actual, and maximum computing power available for F-22 design

The third premise requires that systems above the minimum performance level of a particular
application have characteristics that permit their export and use to be closely monitored,
controlled, and when necessary, denied. If there exist systems that cannot be controlled whose
performance exceeds the minimum necessary to carry out the application, then the U.S.

* The composite theoretical performance is measured in millions of theoretical operations per second (Mtops). Mtops
ratings consider both floating-point and non-floating-point operations, and account for variations in word length,
numbers of processors, and whether the system is based on a shared memory or distributed memory paradigm.
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Government will be unable to control that application solely by trying to deny the necessary
computer power.

In order for the control regime to be justifiable, there must be some applications that satisfy
both the first and third premises.

Over time, the computational performance of the most powerful uncontrollable system(s)
rises. As it rises, it overtakes the minimum computing requirements of individual applications. If
the minimum and actual performance levels for particular applications are plotted over time, the
dynamic may be illustrated as shown in Figure 1-2. For illustration purposes, this figure uses only
hypothetical data.
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Under current practice, a control threshold is established at a particular point in time and
remains in effect until revised through policy changes. The set of viable thresholds—those that
satisfy the three basic premises—must at the same time lie between two bounds: The “lower
bound” is determined by the level of the most powerful uncontrollable systems. The “upper
bound” is determined by those national security applications whose minimum performance
requirements lie above the lower bound. In Figure 1-2, applications N, P, and R are those that
can be protected by export control of HPC hardware.

The selection of a specific control threshold further takes into account the nature of the
computer market for systems whose performance, measured in Mtops, lies within the range
between the lower and upper bounds. Ideally, a control threshold would be established below a
point where there were numerous or particularly significant applications of national security
concern, but above the performance level of systems enjoying large markets.

The following chapters supply data for the model. Chapter 2 discusses industry trends that
impact the export control policy. Chapter 3 discusses the determination of a lower bound.
Chapter 4 discusses the computational requirements of a substantial number of applications of
national security concern. Chapter 5 integrates the results of the previous chapters into a
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Overview of Key Industry Trends

What will be the impact of industry trends on the export control regime? To understand which
factors are most significant, we must understand what kinds of changes have the greatest
impact on the analysis framework used to determine viable control thresholds. The
framework seeks to identify performance levels that are above uncontrollable performance
levels and below the performance required for key applications of national security concern.
Consequently, the greatest impact on the selection of a viable control threshold comes from
factors that impact:

(1) the lower bound of controllability, and

(2) the application of high-performance computing technologies to problems of national
security concern.

Of particular interest are trends that make it possible to pursue important applications using
hardware and software platforms that are considered uncontrollable.

In this chapter, we examine the factors that most strongly impact these two aspects of the
framework. Other factors will be covered in greater depth in subsequent chapters. The factors
discussed here are:

(1) Performance. A primary factor driving the threshold of controllability upward over time is
the improved performance of products occupying a given market/price niche. Since the
composite theoretical performance is a processor-oriented metric, we focus our attention
on developments in processors. However, realizable performance of systems is also a
function of the speed of memory, interconnects, I/O, and systems software. We briefly
touch on these factors as well.

(2) Scalability and the ability to harness the computing power of multiple, smaller systems. As
we discuss at greater length in the next chapter, the ability to increase the performance of a
system incrementally, or to combine the resources of multiple, independent systems into a
computing cluster, has a significant impact on the performance that can be attained
through straightforward combinations of uncontrollable platforms. We identify industry
advances in interconnects and systems software that make it easier to combine systems or
to extend the performance of existing systems.
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Recent Trends in Processor Performance and Capability

There can be no doubt that advances in microprocessor technologies are the dominant forces
shaping the export control regime today. This is true for at least three reasons. First, the
performance of microprocessors is increasing rapidly. All other factors being equal, the
threshold of controllability rides this curve, since all uncontrollable platforms today are based
on microprocessor technology. Second, microprocessors and other technologies traditionally
associated with workstation markets are today being used by all HPC vendors from the low-
end desktop uniprocessors to the most powerful massively parallel systems. Third,
microprocessors are the most straightforward and uncontroversial contributors to CTP.

Figure 2-1 illustrates the dramatic improvements in microprocessor performance since
1992. All of the data represent microprocessors in volume production; systems based on the
microprocessors are generally available from vendors. The chart indicates that by 1997,
nearly all of the major RISC/UNIX workstation vendors were incorporating processors above
500 Mtops into their products. The figures for 1999 are estimates, based on publicly available
data. Since vendors often introduce microprocessors at clock speeds slightly different from
what had been announced, actual figures may vary slightly. Intel processors in volume
production will lie somewhere in the range indicated by the two Intel arrows.
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Figure 2-1. Performance of microprocessors in volume production

The improvements in microprocessor performance have been driven primarily by
advances in process technologies and in microprocessor architectures. Advances in process
technologies have led to smaller feature sizes and greater numbers of transistors per
microprocessor. These developments have permitted more functional units, control logic, and
cache to be placed in a given amount of space. Carefully designed architectures have
permitted the clock rates to increase. Since the number (and type) of instructions issued and
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the clock rate are two of the most significant parameters in the calculation of the CTP, these
factors have been at the heart of the performance increase. Figure 2-2 and Figure 2-3
illustrate how feature sizes have shrunk and transistor counts have grown since 1992.

1994 1995 1996 1997 1998 1999 2000 2001
Power 0.50 0.50 0.29 0.25 0.25
MIPS 0.50 0.50 0.35 0.35 0.25
Intel 0.60 0.35 0.35 0.35 0.25
PA-RISC 0.80 0.55 0.50 0.50 0.25

Alpha 0.50 0.50 0.35 0.35 0.25
SPARC 0.70 0.50 0.42 0.25

Fabrication process generations:

0.50 micron
0.35 micron
0.25 micron
0.18 micron
0.13 micron
1994 1995 1996 1997 1998 1999 2000 2001
Figure 2-2. Microprocessor feature sizes
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Figure 2-3. High, low, and average transistor counts for RISC microprocessors,
compared with Moore’s Law

Figure 2-4 and Figure 2-5 show how clock frequencies and instruction issue rates have
increased during the same period. The slight drop in the average clock frequency during 1995
reflects the fact that MIPS Technologies introduced in that year the R8000 at 75 MHz, a
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processor with more power but a slower clock than its predecessor, the R4400 (250 MHz).
The slower clock was necessary because the R8000 processor was a dual-chip processor
whose signals needed extra time to propagate from one chip to the other.
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Figure 2-4. High, low, and average clock frequency for RISC microprocessors

Figure 2-5 illustrates that sustained issue rates of four instructions per clock cycle is the
standard throughout most of the industry. The jump to higher instruction issue rates by most
of the microprocessor vendors, combined with the increases in clock speed enabled by
process improvements, accounts for the sharp increase in processor performance in
1994-1996 shown in Figure 2-1. The next sharp increase in issue rates is projected to come in
1999-2000.
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Figure 2-5. Instructions issued per clock cycle

Future Microprocessor Developments and Challenges

Over the next three-four years, microprocessor performance measured in CTP is likely to
grow dramatically. Figure 2-6 shows some industry projections—representing no single
vendor—for processor performance over the next several years.
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Figure 2—6. Industry projections of microprocessor performance
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The growth in performance is fueled by a combination of factors, including

advances in process technologies leading to more transistors and greater clock speed, and

changes to the number and nature of functional units as vendors design chips to address
the needs of their most significant markets.

Process Technologies

Moore’s Law states that the number of transistors on a chip will double approximately every
18 months. The data in Figure 2-3 show that the average number of transistors used in
processors has not increased this rapidly during the last few years. However, if industry
predictions are correct, transistor counts will *“catch up” in the near future, reaching on the
order of 50 million transistors by 1999 [1]. The road maps for photolithography indicate that
current trends will continue until at least 2003-2004. Vendors are now counting on feature
sizes of 0.18 microns by the early part of the 21st century. Current technological approaches
may be able to reduce feature size to one more generation, or 0.13 microns [2]. Beyond this
point, feature size will be less than the wavelength of the ultraviolet light (UV) used in
lithography today, and the industry will have to move to light with smaller wavelengths, such
as X ray. It is still unclear how smooth the transition to post-UV lithography will be.
Historically, the semiconductor industry has shown a remarkable ability to continue a
breathtaking rate of technological advance over decades. Eventually the fundamental laws of
physics will halt the trends toward smaller feature sizes, but it is not at all clear that this will
be within the next ten years.

As feature size shrinks and gate delays decrease, reducing the cycle time has been a
popular and relatively easy way of increasing performance. Figure 2-3 shows that between
1992 and 1997 the average clock frequency increased by nearly 400 percent, substantially
more than the 160 percent improvement many microprocessor designers had predicted over
these five years [3]. Unfortunately, as feature size drops below 0.25 microns and clock
frequencies increase, signals are no longer able to propagate across the entire die. In addition,
the signal delays within individual wires increase as the wires become thinner. In [2], Doug
Matzke calculates that in a microprocessor with 0.1 micron feature size and a 1.2 GHz clock,
only 16 percent of the die is reachable within a clock period. Industry is recognizing these
limitations. The Semiconductor Industry Association (SIA) projects that in 2012, clock rates
will be about 2.7 GHz, nearly an order of magnitude less than if the trends of the last five
years were to continue for the next fifteen [4].

Microprocessor Architectures

If we suppose that trends in shrinking feature size continue, microprocessors manufactured
using 0.18 micron technology are likely to have up to 50 million transistors in 1999-2000,
and a hundred million or more in 2001-2004. The SIA has predicted that by 2007 the number
of transistors will reach 350 million, and 800 million by 2010 [5]. A more recent SIA road
map indicates that microprocessors will have 1.4 billion transistors by 2012, provided a
number of fundamental fabrication problems are solved [4]. A crucial question for
microprocessor architects is how to best use this abundance. For the export control regime,
an important question is what impact the new architectures are likely to have on performance.

A number of leading researchers are considering how a billion transistors would be used
[6-11]. Although there is considerable variety (and lack of consensus) in the specific
techniques being taken to solve this problem, there are three principal strategies employed [8]:

place a multiprocessor on a single chip;

integrate not only the processor but also memory and parts of the I/O subsystem on a
single chip;

10
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build a large uniprocessor employing instruction issue rates up to 16 or 32 instructions per
cycle.

A single-chip multiprocessor is based on two main observations: (a) It is becoming increasingly
difficult to extract parallelism from a single thread of execution. To do so requires a
disproportionate amount of chip real estate devoted to instruction scheduling, branch
prediction, and so forth. (b) The problems of wire delays on chips with features under 0.25
microns will force designers to create partitioned chips with highly localized functionality
within each partition. The benefits of a single-chip multiprocessor are that it is inherently
partitioned and is fundamentally designed to accommodate multiple threads of execution,
greatly increasing the amount of parallelism that can be exploited. In a system proposed in
[10], a single chip consists of eight CPUs which share 8 Mbytes of secondary cache. Each CPU
can issue two instructions per cycle. If a single-chip multiprocessor with these characteristics
were implemented with a 2 GHz clock, it would have approximately 16 times the
performance (4x instruction issue and 4x clock) of a typical 1997 microprocessor. Depending
on the year in which it is manufactured, the processor would represent a doubling of
processor performance every two or three years.

A second approach is typified by the Berkeley V-IRAM project [9]. In this design, most of
the on-chip memory is occupied not by static RAM (SRAM) caches whose contents are
understood to be copies of instructions and data stored in main memory, but by dynamic
RAM (DRAM) which is treated as main memory. In one proposed layout, DRAM would
occupy 99 percent of the transistors (800 million), while the CPU and caches would occupy
just 3 million and the vector unit would occupy 4 million. The vector unit would have two
arithmetic units, each capable of producing eight results per clock. With the 1 GHz clock
proposed by the developers, this processor would likely have a CTP approximately eight times
today’s microprocessors, or on the order of 6000 Mtops. An implementation would require
0.13 micron technology, which could be feasible in 2002-2004. The performance gain of
such a processor would represent, on the average, a doubling of microprocessor performance
every two years from 1998 through 2004.

The third approach employs a large uniprocessor using 24 to 48 highly optimized,
pipelined functional units. The goal is to place on a single chip those elements that must be
close together in order to minimize latency, and to minimize data traffic to off-chip locations.
The functional units, instruction issue logic, and extensive cache memory are placed on-chip,
while main memory, 1/O, and other processors are located off-chip. A key challenge under
such circumstances is enabling the processor to issue and usefully execute 16 to 32
instructions each clock cycle without overwhelming the off-chip memory bandwidth. In a
design proposed by Patt et al. [7], the challenges are addressed by devoting nearly 90 percent
of the transistors to various kinds of caches, with only about 10 percent to logic (6 percent for
the execution core itself). By comparison, logic occupies nearly 40 percent of the transistors in
the MIPS R10000 and just over 50 percent in the Alpha 21164. Assuming a 2 GHz clock in
2010, a large uniprocessor is likely to have 16 to 32 times the (theoretical) performance of the
typical 700 Mtops processor of 1997, or 11K to 22K Mtops. This represents a doubling of
performance every three years.

In each of the approaches discussed above, increasing the number of instructions issued
and executed per clock period and shortening the clock period increases theoretical
performance. The principal differences lie in areas that have no great impact on the CTP as
currently formulated. While the CTP is a function of the number and types of computational
elements, the clock period, and the word length, the approaches outlined above differ from
each other mostly in the techniques used to keep the functional units occupied and to contain
design complexity, programming complexity, or both. Instruction issue logic and caches play
a critical role in delivering real performance, but do not contribute to the performance
measured by the CTP.
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Will the delivered performance of tomorrow’s microprocessors grow faster, slower, or at
the same rate as the CTP? The question cannot, of course, be settled until chips are
manufactured and tested. Chip designers will certainly devote a disproportionate amount of
chip real estate to memory, cache, and administrative functions. If designers are very
successful in these efforts, better use may be made of each execution unit than has been the
case in the past, and the deliverable performance will increase faster than the CTP. In other
words, while the CTP may grow by a factor of 16 to 32, the observable performance on real
applications may grow more quickly. It is not, however, a foregone conclusion that such
efforts will be successful.

Chip designers face enormous challenges in keeping functional units occupied. The current
state of the art has difficulty keeping four, let alone six, functional units busy. Microprocessors
such as the DEC 21264, the MIPS R10000, and the PowerPC 604 typically achieve only about
0.5 to 1.5 sustained instructions per cycle (out of a potential of four per cycle) on real-world
problems [12]. Part of the problem is that functional units spend most of their time waiting for
instructions or data. The other part of the problem is that functional units today are pipelined,
meaning that at any point in time there may be from five to twelve instructions at various
stages of execution. The processor must fetch the next instruction before the current one has
finished executing. In portions of code involving conditional statements (IF-THEN) the “next”
instruction is dependent on the result of a current calculation. The processor must guess
which instruction will be next; if it guesses wrong, the pipeline will stall until the correct
instructions can be fetched. This penalty may be a wait of several cycles, dramatically
reducing utilization. If the potential number of instruction issues per clock period increases to
six or sixteen, the task of keeping all, or even a comparable fraction, of the functional units
busy increases substantially.

At the same time, increasing clock frequencies makes the penalty for missing a needed
instruction or data element greater. For example, if the CPU clock runs at 400 MHz, a 2.5
nanosecond (nsec) clock period, but main memory access time is 60 nsec, then the time a
functional unit must wait for a data element is 24 CPU cycles. The cost in utilization of that
functional unit is enormous. The difficulty lies in the fact that the gap between the speed of the
CPU and the speed of main memory is widening, not shrinking or even holding constant. At
the same time, the presence of growing numbers of functional units will require the volume of
data flowing across chip pins to grow correspondingly. The challenges are so formidable that
Richard Sites, a senior architect at Digital Equipment Corporation, has stated, “over the
coming decade memory subsystem design will be the only important design issue for
microprocessors” [3].

Impact of Emerging Applications

The cost of microprocessor fabrication is enormous, and increasing. In 1993, a 0.8 micron
facility cost approximately $200-300 million to build and mature [13]. Today, new
fabrication plants, which must be built for new generations of process technology, cost $1-2
billion each [14,15]. In five or ten years, the cost could rise to $4 billion [4]. This cost must be
recovered in a very few years, before the next fabrication plant is built. The only way to
recover these costs is to sell hundreds of thousands of high-priced processors or millions of
low-priced ones. The only way to sell large volumes of microprocessors is to design them to
serve the mass markets of desktop, embedded, or entertainment systems.

What applications will drive microprocessor design, and what are the implications of the
new designs for CTP performance? There is broad agreement that multimedia and user
interface workloads will consume a growing proportion of a microprocessor’s processing
power. Multimedia-intensive applications include animation, videoconferencing, visualization,
image processing, realistic simulation, and so forth. Nearly all CPUs introduced in recent
years contain features for improved multimedia performance. Table 2-1 shows measures
taken by various vendors to support multimedia workloads.
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Processor family Multimedia capability

Intel Multimedia Extension (MMX)

Alpha Motion-video instructions (MVI)

MIPS MIPS digital media extensions (MDMX)
SPARC Visual Instruction Set (VIS)

PA-RISC MAX?2

Table 2-1. Multimedia support in major microprocessor families

Multimedia applications have a number of characteristics that distinguish them from
traditional workloads. These include [16]:

real-time processing
heavy use of 8- or 16-bit values rather than 64-bit
continuous, or streaming input data

fine-grained parallelism as each element in an input data stream undergoes the same
transformations

coarse-grain parallelism among audio, video, and background tasks

good spatial and temporal locality in instructions in the pieces of code that consume most
of the cycles (tight loops)

high memory bandwidth requirements
high network bandwidth requirements

The approach taken in one fashion or another by most microprocessor vendors to date has
been the addition of specialized multimedia instructions to the existing instruction set. A
common technique (MIPS, Intel, SPARC) is to use existing floating-point registers to process
not just one (64-bit) data element at a time, but multiple 8- or 16-bit data elements that have
been packed into a 64-bit word. The techniques used on the Alpha and PA-RISC chips utilize
integer registers for the same purpose. The extended instructions perform a variety of tasks,
including packing and unpacking pixels into words, performing arithmetic and logic
operations on pixels, and so forth [17-19].

So far, the impact of multimedia extensions on CTP has been minimal. The extended
instruction sets have not fundamentally changed the computational elements in a chip; they
have only changed the use to which these elements have been put. If chip designers decide to
create graphics units in addition to the set of more traditional fixed- and floating-point units,
the CTP could correspondingly increase. By applying the same instructions on multiple pixels
or audio samples, these units can look a great deal like small vector units. The addition of
such units could push single microprocessor CTP levels over 10,000 Mtops by 2002.

Significance of Microprocessor Developments for HPC

The significance of microprocessor developments for high-performance computing systems is
very easily stated. By far the majority of high-performance computing systems today employ
commercially available microprocessors as their compute engines. The percentage of the
world’s 500 most powerful computing installations employing commercially available
microprocessors has grown from approximately 10 percent in 1993 to 75 percent in 1997.
Figure 2-7 illustrates this trend clearly.

13



High-Performance Computing, National Security Applications, and Export Control Policy

100

90 -

80 T

70 1T

60 T

—— Systemsbased on non-commercial

rocessors
50 I P

Prement |(%y

= Systemsbased on commercial
microprocessors

40

30 -

20 1

10 1

1993 1994 1995 1996 1997

Year

Figure 2—7. Percentage of Top500 systems based on commercial
microprocessors/proprietary processors. Source: [Dongarra et al., Top500 Lists]

Most high-performance computing systems today are built using commercial microprocessor
technologies largely for economic reasons. The price/performance of commercial
microprocessor-based systems is compelling for large segments of the HPC market. For
example, Figure 2-8 shows the price per Mtops of models introduced during 1997 by various
vendors. The prices are based on advertised vendor list prices at the time of introduction. (The
C90, introduced in 1991, is provided for additional comparison.) The Cray J90 does not use
commercial microprocessors, but does use CMOS components manufactured using processes
comparable to those used by the leading microprocessor vendors.
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The figure illustrates the price/performance advantage that systems based on CMOS
technologies in general, and commercial CMOS microprocessors in particular, enjoy over
traditional vector-pipelined systems that do not employ these technologies.

Gluing the Pieces Together: Recent Trends in Systems Architecture and Capability

If systems from the low end to the high end of all HPC companies’ products lines are being
constructed from the same underlying microprocessor components, then computational
performance as measured by the CTP will ride the rising tide of microprocessor performance.
But what industry trends are shaping vendor and practitioner abilities to harness the power of
aggregations of microprocessors and apply it in a concentrated fashion to real-world
applications? The advances that provide the “glue” include:

(1) microprocessor design features to support multiprocessing

(2) interconnect and memory subsystem improvements
(3) systems software advances

Microprocessor Support of Multiprocessing

While providing greater uniprocessor performance has been a constant goal of microprocessor
designers, the need to build into the microprocessor itself elements that will facilitate the
creation of multiprocessor systems is of growing importance.
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A leading example of this trend is Sun Microsystems’ UltraSPARC-III, introduced in 1997
and scheduled for sampling in 1998 [20,21]. Designers decided to forgo maximizing
performance in favor of features that enable the CPU to function more effectively in a
multiprocessor environment. One measure being taken is to reduce a CPU’s contention with
other CPUs for shared resources. A dominant architecture in the mid-1990s for mid-range
HPC systems has been the symmetrical multiprocessor (SMP) architecture in which all CPUs
have shared and uniform access to all of main memory. Local, cache memory is considered
just a copy of main memory. While providing a very convenient programming and operating
model, SMP systems have often suffered performance degradation in large configurations due
to contention among the CPUs for memory and memory access busses. In the UltraSPARC-I111,
each CPU has its own main memory, which limits CPU contention to times when one CPU
must access the memory of another. The logic not only for cache access but also for main
memory access is migrated onto the microprocessor itself. A second set of multiprocessor-
oriented design features of the UltraSPARC-III tries to minimize the impact of delays in
accessing off-chip memory. These features include extensive speculative execution and non-
stalling execution pipelines.

Interconnect and Memory Subsystems

Supplying the CPUs with an adequate volume of data and instructions in a timely fashion is
fundamental to system performance. In an ideal world, all memory would be accessible
quickly, available in large volumes, and very cheap. The reality is that these three quantities
cannot all be optimized simultaneously. The fastest memory, used in on-chip registers and
caches, is available in small quantities at high cost. The cheapest memory, available as disk or
tape storage, is available in large volumes, but is very slow. Second-level cache and main
memory have intermediate qualities. Providing large memory spaces with high bandwidth and
low latency is extremely expensive and one of the reasons traditional supercomputers have
million-dollar-plus prices. Because of the price, performance, and volume characteristics of
different kinds of memory, computing systems at all performance levels have adopted
elaborate hierarchical memory structures that integrate different kinds of memories in varying
volumes. Figure 2-9 illustrates the types of memory and the types of interconnect used to
move data from one to the other.

Interconnect used between

Registers types of memory
Data and instruction — On-chip wires
caches — On-chip bus to L2 interface

System bus or interconnect
Main memory
1/0 bus &
Network

Disk/tape Remote A on chip
storage systems

A migrating to microprocessor

A migrating to CPU board

Figure 2-9. Memory hierarchy and interconnects

Since the execution units of microprocessors are designed to operate only on data located in
the registers, managing memory involves a complex process of moving data elements and
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instructions up and down this hierarchy so that the right data elements and instructions are in
the registers at the right time. A system’s ability to carry out this process effectively is vitally
dependent on the memory management logic and the bandwidth and latency of the memory
and interconnect subsystems.

Designing the memory system is one of the great challenges of system architecture today.
As microprocessor clock frequencies and the number of instructions issued per cycle increase,
the system becomes increasingly sensitive to failures of the memory system to deliver the right
data element to the functional units at the right time. In the event of such a failure, the CPU
may have to wait until the appropriate data element or instruction is fetched from wherever it
might be in the memory hierarchy and placed in the registers. In the past, accessing data in
main memory required a single clock cycle. This is no longer true. Table 2-2 shows the
typical latency, measured in clock cycles, to fetch a data element or instruction from various
locations in memory. Due to the penalty incurred by a memory access “miss,” designers have
made enormous efforts to migrate the data and instructions most likely to be needed in the
near future closer to the CPU.

Type of memory Location Access time (cycles)
Registers on-chip 1
Data and instruction cache on-chip ~1-7
Level 2 cache off-chip ~6-1(
Local main memory on-board ~60-10(
Remote main memory off-board ~100-200+
Secondary storage, networked systems on-disk, on-network ~1000s-10000s+

Table 2-2. Memory latency

Under the current CTP formulation, memory subsystem characteristics affect Mtops
performance in only two ways. First, in systems with logically shared main memory the
contribution of multiple CPUs is weighted more heavily than in systems with logically
distributed main memory. Second, CPUs linked together by traditional networking
technologies do not contribute to the CTP of the system. Consequently, most of the
developments in memory and interconnect systems are likely to have only minimal impact on
the CTP, even though they may have substantial impact on real-world performance. From the
perspective of the CTP, the most significant memory and interconnect advances are those that
will enable larger numbers of processing elements to be combined effectively into single
systems. Of principal interest are:

(1) advances in system busses that accommodate greater numbers of CPUs
(2) the trend away from shared system buses to switched interconnects

(3) the growing use of networking or clustering interconnects with performance substantially
better than traditional networks

In 1995, Intel publicized widely that its forthcoming Pentium Pro (P6) processor was to be
designed for parallel processing. One of the principal advances was the creation of a new 64-
bit system bus optimized for high-bandwidth access to main memory by up to four CPUs [22].
This form of on-board multiprocessing has become quite widespread, enabling many original
equipment manufacturers (OEM) such as Compaqg and Dell to sell multiprocessors without
having to invest heavily in multiprocessing technologies of their own.

Intel, however, was a latecomer to the world of symmetrical multiprocessing, especially
multi-board multiprocessing. Since the late 1980s and early 1990s vendors such as Silicon
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Graphics, Sun Microsystems, and Digital Equipment Corporation have been marketing
products employing multiple processors accessing memory through a single, shared bus. To
accommodate processor counts as high as 36 (in the case of Silicon Graphics Challenge
servers), these vendors used busses that were hundreds of bits wide and had high bandwidth
and modest latency.

Because the bus is a shared medium, however, the greater the number of processors, the
less bandwidth is available, on average, for individual processors and the greater the
likelihood of CPUs encountering contention for the system bus. For this reason, systems could
not scale beyond a modest number of processors. In practice, systems with more than 8-12
processors suffered substantial performance degradation.

HPC systems designed to accommodate large numbers of processors were designed from
the start to avoid the bottlenecks of shared interconnects. Cray’s T3D and T3E, IBM’s SP2,
Intel’s Paragon, and others employed switched or crossbar interconnects that would scale
with the number of processors so that the interconnect bandwidth available per processor
remained relatively constant across configuration sizes. These systems, however, employed
distributed rather than shared memory models to avoid memory bottlenecks, even at the
logical level.

To ease the bottlenecks of a shared bus and make the interconnects scalable to larger
configurations, several vendors have begun, or will soon begin, implementing switched or
crossbar interconnects even in shared-memory systems. Silicon Graphics, Inc., is particularly
noteworthy in this respect. Until 1996, SGI's multiprocessors relied on a wide, low-latency
bus shared by all processors. With the introduction of the Origin family, SGI abandoned this
approach and began using a crossbar interconnect that can accommodate up to 64 processors
(128 with a specialized “metarouter”) and feed 780 Mbytes/sec (peak) to each pair of
processors. This bandwidth, available to each pair of processors, exceeds the total bandwidth
of the bus used in SGI's PowerChallenge and Challenge families.

Bandwidth and latency remain two of the principal qualities by which interconnects are
evaluated. Figure 2-10 shows a number of different interconnects used today plotted on a log-
log scale. The bandwidth is calculated on a per-processor basis. Latency reflects the number
of clock cycles needed for a data element to be fetched or sent from memory across the
interconnect. The figures shown here reflect hardware latencies. Number of clock cycles is a
more useful parameter than elapsed time, because the processing penalty incurred is directly
related to the number of cycles a processor must wait for a needed data element. Thus, a 10
microsecond wait for a 100 MHz processor is much less serious than for a 500 MHz
processor.
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Figure 2-10. Interconnect latency and bandwidth

The chart shows that interconnects fall into three categories whose latency and bandwidth
may differ from one to the next by an order of magnitude or more. The poorest performing
interconnects are the traditional local area and wide area networks. Because they are designed
to operate cheaply, span several hundred meters or even kilometers, and provide reliable data
transport over unreliable media, these networks have extremely high protocol and operating
system overhead. Data exchange may consume tens or hundreds of thousands of CPU cycles.
Because the media are often shared, the per-processor bandwidth is very low.

At the other extreme are proprietary, in-box interconnects designed for the highest
bandwidth and lowest latency feasible. Designed to function over very short distances in
highly controlled environments, these interconnects exhibit very low overhead. Data
exchange is managed entirely by the hardware. Designing and building such interconnects is
very difficult, costly, and requires highly specialized expertise and engineering ability.

Between these two extremes is a growing class of modest latency, moderate-to-high
bandwidth interconnects. These hold a great deal of promise for aggregating multiple
conventional workstations or servers into unified “clusters” whose aggregate performance can
be applied to computational problems with much more efficiency than networked systems of
the past. This class of interconnects, which emerged only in the middle of the 1990s, offers an
excellent means of creating systems with modest levels of parallelism at modest cost using off-
the-shelf technologies. While they have substantially less overhead than networks, using the
interconnects requires a combination of hardware and software mechanisms that so far have
prevented their achieving latencies as low as the proprietary interconnects. In fact, the gap
between the clustering interconnects and the proprietary interconnects is somewhat greater
than what is shown here. The operating system and network protocols can increase the
latencies by an order of magnitude or more. Furthermore, traditional networking and today’s
clustering interconnects have much higher and less predictable variation in latency than do the
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proprietary interconnects. The latter are usually designed to provide uniform, or at least
predictable, latency with a well-known upper limit.

Two clustering interconnect technologies in particular are noteworthy: Myrinet from
Myricom, Inc., and the Scalable Coherent Interconnect embodied in products from a number
of vendors. Myrinet [23] is a Gigabit-per-second packet-communication technology that can
be used either as a local area network (LAN) or as a ‘“system area network’ connecting
components of a single configuration, often housed in the same rack. Components are
connected to a switch by a single, non-shared link. What distinguishes the network is its low
latency and high throughput, 160 Mbytes per port. In most networks, packets are sent across
a link as a stream of bits. All bits that are part of a single packet are collected at an
intermediate node before any bits are transmitted along to the next node. Myrinet employs
“cut-through” routing in which the switch does not wait for an entire packet to arrive before
transmitting the leading bits to their destination. The interconnect has round-trip latencies
between approximately 10 and 200 microseconds, depending on the packet size and the
control software used. At present, Myrinet switches are limited to eight ports. Switches may
be linked to switches to expand the number of nodes, but the behavior of such combinations
may not scale well for moderate or heavy loads, due in part to the blocking nature of the
switch [24].

Another noteworthy development is the Scalable Coherent Interconnect (SCI), developed
through a collaboration between individuals at National Semiconductor, Hewlett-Packard,
Dolphin, MIPS Technologies, MicroUnity Systems, the University of Wisconsin, and others
[25]. SCI is a 1992 ANSI/IEEE standard that describes an interconnect supporting a shared-
memory model across memory that is physically distributed [25-27]. It acts like a
processor/memory bus, but permits higher levels of parallelism than a shared bus, which can
guickly become saturated. SCI is significant from both a networking perspective and a systems
architecture perspective (described below). From a networking perspective, SCI enjoys low
latencies (a few microseconds) because it keeps data as ordinary variables stored at ordinary
memory addresses. In contrast, networking protocols spend a great deal of time moving data
from memory locations to buffers which are passed from the I/O system to the operating
system to the user and back again. Numerous HPC vendors, including HP/Convex, Cray, Sun
Microsystems, Data General, and Sequent, have created, or commissioned, implementations
for use in their own systems. Dolphin Interconnect Solutions is a leading vendor of SCI
products.

Finally, it should be pointed out that the interconnect used in the SP2 is more closely
related to the clustering interconnects than to the proprietary, hardware-oriented
interconnects among which it is plotted in Figure 2-10. First, there is no hardware message-
passing mechanism, so the hardware latency is unattainable. The minimum latency in practice
is likely to be on the order of tens of microseconds [28]. Second, the Power microprocessors
have much slower clocks than their competitors, so latency measured in clock cycles is lower
in the SP2 than in other systems with faster clocks. At the same time, the SP high-speed switch
is able to scale efficiently to much higher node counts than other clustering interconnects.

The classification of interconnects described above has a number of points of significance
for the export control regime. First, the decision not to compute an aggregate CTP for systems
joined by a local area network is probably justified. While these traditional clusters may be
very useful as throughput engines in which different serial processes are farmed out to run on
single workstations, the poor performance of the interconnect makes it enormously difficult,
if not impossible, to apply them all to a single application. The performance gap between
networks and proprietary interconnects is huge.

Second, there are significant differences between interconnects available today that impact
real performance; however, these differences are not always reflected in the CTP metric. In
other words, eight Alpha workstations on a LAN are not equivalent to eight workstations
connected via Myrinet, which are not equivalent to an eight-processor AlphaServer 8400 or a
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small configuration Cray T3E. Each system uses the same processor, but aggregations using
poorer interconnects should not be viewed as equal substitutes for those using more
sophisticated interconnects. Similarly, the presence of clusters in foreign countries should not,
by itself, legitimize the export of systems with identical processors but more sophisticated
interconnects.

In addition to differences in the performance of the interconnects, there are substantial
differences in the software environments of clusters and integrated systems that make the
former much more difficult to use in a production environment than the latter. What
distinguishes, for example, the SP2 from a cluster of workstations? While the hardware is
similar to that used in clusters, most of the value added by the SP lies in software. By far, the
bulk of IBM’s SP2 and RS/6000 SP development dollars have been spent on software.
Creating a system that has the ability to concentrate the available hardware resources
efficiently on a single problem across a broad spectrum of applications involves much more
than connecting pieces of hardware. A great deal of specialized software is required to harness
the CPU cycles efficiently, provide the necessary input/output and file management, make the
system easy to monitor and manage, and ensure reliable operation over extended periods of
time. In other words, creating a system with a great deal of capacity (total CPU cycles) is easy.
Creating a system with high capability and good usability features is difficult, especially across
a broad spectrum of applications.

While significant strides are being made toward developing the systems software necessary
to effectively harness clusters, at present such efforts are, for the most part, still in the proof-
of-concept stage. Where clusters are being used in a production capacity, the range of
applications is limited. A recent NASA workshop addressed the opportunities and limitations
of so-called Beowulf-class clusters. These are clusters using only mass-market commercial
off-the-shelf components, freely available operating systems, and industry-standard software
packages. The workshop determined that “Beowulf-class systems can deliver multi-Gflops
performance at unprecedented price-performance but that software environments were not
fully functional or robust, especially for larger ‘dreadnought’ scale systems [hundreds of
processors]” [24].

Finally, the emerging “clustering interconnects” make parallel processing more accessible
and affordable than ever before to practitioners throughout the world. Clusters of
workstations using clustering interconnects have been used to run important applications
characterized by high computation/communication ratios. They are likely to be a permanent
feature on the international HPC landscape.

Trends in Multiprocessor Architectures

In the past, high-performance computing systems have been neatly divided into shared-
memory multiprocessors with modest numbers of processors and distributed-memory
systems with a potentially large numbers of processors. The former offered programmers a
familiar programming model with a single global memory space and uniform access times to
all main memory locations. The latter supported much greater numbers of processors, but at
the cost of a distributed memory programming model that forced applications programmers
to play close attention to, and manage, the physical location of data throughout the system.

Distributed Shared Memory Architectures

One of the major architectural shifts in recent years has been toward a distributed shared
memory (DSM) architecture in which memory is physically distributed, but logically shared.
Like traditional distributed-memory architectures, DSM architectures accommodate larger
numbers of processors than traditional shared-memory architectures. Like traditional shared-
memory architectures, however, the DSM architectures support the shared-memory
programming model. Because of the physical distribution of memory, it is no longer possible
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to guarantee uniform access times to all memory locations. Consequently, such systems are
frequently called Non-Uniform Memory Access (NUMA) systems.

In 1991, Kendall Square Research became the first company to offer commercial systems
incorporating distributed shared memory. Convex introduced a physically distributed but
globally shared memory in its Scalable Parallel Processor (SPP)-1000 in 1994. More recent
adopters of this architecture include Data General (NUMAIINE systems, 1995), Silicon
Graphics (Origin2000, 1996), and Sequent Computer Systems (NUMA-Q, 1996).

Underlying each of these systems is a means of moving data among physically distributed
memory locations, while maintaining the illusion of a single, shared memory space to the
processors. If multiple copies of data elements are to be stored, then those copies must be
kept consistent with each other. “Cache coherent” is a term frequently associated with
NUMA architectures that refers to this consistency.

Kendall Square pioneered such a technology with its ALLCACHE interconnect, and
engineers at Dolphin Interconnect Solutions, Inc., acquired the intellectual property rights to
ALLCACHE and further extended these and other ideas. In the years since its introduction,
SCI has been implemented by a number of different vendors in a variety of capacities. Data
General and Sequent employ SCI to build systems based on Intel microprocessors that scale to
32 processors. Cray Research based its GigaRing on SCI technologies, although the Cray T3E
does not support a global shared memory paradigm. Dolphin Interconnect has developed
clustering technologies for Sun Microsystems that employ SCI. The SGI Origin2000 is not
based on SCI, but on a proprietary cache-coherent NUMA design.

In their current product lines, many HPC vendors have combined architectural features of
the shared-memory SMP and distributed memory MPP architectures to create new systems
based on physically distributed, logically shared memory systems employing crossbar or
switched interconnects that scale well beyond the limits of traditional SMP platforms.

The strong emergence of DSM systems comes just at the time when practitioners using the
most powerful systems have gained considerable experience using distributed memory
programming models such as that supported by the Message Passing Interface (MPI). The role
of MPI as a catalyst in facilitating the migration of codes to distributed memory systems is
discussed in Chapter 4.

Hierarchical, Modular HPC

A second major trend in HPC architecture, often coupled with the trend toward DSM, is the
grouping together of processors into multiprocessor modules with uniform access to locally
shared memory, and combining these modules into larger systems which may employ a
distributed- or NUMA- architecture between modules. Rather than build systems as a single
tier of processors joined by a single interconnect, the hierarchical, modular design often
employs one kind of interconnect to group together 4-16 processors into nodes, and another
kind to aggregate the multiprocessor nodes.

The motivation for these kinds of architectures comes from two quarters. One approach is
represented by HP/Convex’s SPP and Exemplar systems and, more recently, IBM’s RS/6000
SP. It is easier and cheaper to provide a given level of interconnect performance for a few
processors than for many. At the same time, many applications have good data and instruction
locality; that is, the data and instructions needed in the near future are likely to be located
close to the instructions and data recently used. Designers can take advantage of these features
to build systems in which a limited number of processors have fast and wide access to a
portion of memory located nearby, and more limited access to memory further away.

HP/Convex’s SPP and Exemplar systems use “hypernodes” of up to 16 processors which
use a very high bandwidth and low latency crossbar interconnect to link these processors with
shared memory. The Coherent Toroidal Interconnect (CTI) is based on SCI to connect the
hypernodes with each other. With the introduction of its “high nodes” for the RS/6000 SP in
1996, IBM introduced a new architecture in which each node consisted not of a single
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processor, but of a symmetric multiprocessor (SMP) system with multiple processors joined
by a shared bus to shared memory.

The alternative path to hierarchical, modular architectures comes from vendors of
traditional SMP systems who wish to aggregate them into larger configurations beyond the
limits of a shared bus. Silicon Graphics’ PowerChallenge Array epitomized this approach. The
PCA consisted of multiple, shared-memory PowerChallenge SMPs connected by a switched
interconnect into a distributed-memory cluster. Sun Microsystems is also offering clustering
technologies to unite multiple SMP systems. In the lower-end markets, several companies are
taking advantage of Intel’s creation of so-called “Standard High Volume (SHV) servers,” or
“gquads,” which are single-board units consisting of four Pentium Pro processors linked by a
528 Mbytes/sec bus to shared main memory [22]. These four-processor units form basic
building blocks which can be combined in a number of ways to create larger shared or
distributed memory configurations. Sequent, Data General, and NCR are among the
companies actively pursuing this route. Each of these companies views its proprietary
interconnect as part of the value it adds to systems development.

Table 2-3 summarizes the developments of various HPC vendors with respect to these
trends.

Vendor System Year Distributed Shared Memory Hierarchical Modular Systems

IBM RS/6000 SP Various | Not supported. Nodes are SMP systems, currently up to 8-
way, increasing to 32-way in the future.
Nodes interact via a high-speed switch.

SGI PowerChallenge 1995 Not supported. PowerChallenge XL SMPs clustered
Array together via high-speed interconnect.
Distributed memory outside of SMPs;
shared memory within.

SGI Origin2000 1996 | Employs Scalable Shared Smallest module is dual-processor board.
Memory Processing (S2MP). Hierarchical modular architecture much less
Shared memory up to 32 pronounced than in PowerChallenge Array.

processors (mid-1997) increased
to 64 and 128 during late 1997

and 1998.

HP/Convex Exemplar 1996 | Supported by Coherent Toroidal | Hypernodes consist of 16-way SMP
Interconnect (CTI). architecture. Multiple hypernodes connected

by CTI.

Sequent NUMA-Q 1996 | Supports CC-NUMA architecture | Uses Intel SHV modules of four Pentium
via 1Q-Link, based on SCI. Pro processors linked via 1Q-Link.

Data General AViiON 1996 Uses the Synchronous Coherent Uses Intel SHV modules.

2000 Memory technology.

Cray T3E 1996 Uses a distributed memory Not supported. Uses single-tier architecture.
programming model, although Future generation of T3E to merge into
global memory addressing is Origin line.
supported.

Sun UltraEnterprise 1996 Not currently supported, although | Clustering solutions join SMPs into a
future developments likely to distributed memory, message-passing
incorporate some related ideas. configuration.

DEC AlphaServer various | Not currently supported. Galaxies | Great emphasis on clustering SMP systems
Software Architecture likely to together using Trucluster or other

offer some global perspective on technologies. Galaxies Software
memory, although not necessarily | Architecture represents next stage of
a shared memory programming evolution of these technologies.
model.

Table 2-3. Current HPC systems and trends
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Major Shifts in HPC Architectures?

What kinds of major shifts in system architecture can we expect over the next three to five
years? There is little indication that architectures will change dramatically in the next half-
decade. Both SGI/Cray and IBM have introduced new architectures since 1996. For them,
developments in the coming years will be largely incremental. SGI/Cray is faced with the great
technical challenge of integrating the SGI and Cray Research product families and overcoming
current financial difficulties. IBM will expand the size of its nodes, but is unlikely to introduce
a dramatically new architecture soon. It will take some time for software developers to learn
to take full advantage of the several different kinds of memory available in the recent RS/6000
SP systems.

The leading candidates for new architectures are Sun Microsystems and DEC, each of
which has gone for many years without introducing a new architecture. Both companies have
released few details about their future plans. That which has been released would seem to
indicate plans to “do the same thing, only better” than their competition, rather than break
new architectural ground.

Although the underlying architectures may not deviate dramatically from current ideas, we
can expect significant improvements in the ease and efficiency with which the power of large
numbers of processors can be harnessed. The number of processors that fit in a given space is
likely to increase. The HP V2200 and Sun UltraEnterprise 4000 are indicative of a trend that is
likely to be repeated throughout the industry. These two systems pack over a dozen
processors into a deskside chassis. In general, however, a good deal remains to be done in
developing systems software that truly scales with the number of processors, offers distributed
computing services, provides the user with a simple interface to the system, and has good
performance for large configurations.

Implications for the Export Control Regime

This chapter has presented a sampling of some of the most significant trends in the HPC
industry from the perspective of the export control regime. From them, a number of
conclusions can be drawn:

The growth of microprocessor performance will continue into the early part of the next
century at rates comparable to the recent past. In 1997, most RISC microprocessors
passed the 500 Mtops mark. By 1999, most will exceed 1000 Mtops, and the first
microprocessors above 2000 Mtops will be on the market. Industry projects that CTP
levels will rise dramatically around the turn of the century, reaching approximately
10,000 Mtops for processors in volume production in 2001.

Microprocessor performance 5 to 10 years into the future will rely more on growing
numbers of functional units and volume of on-chip memory, and less on higher clock
frequencies, whose rate of increase will taper off. While progress beyond this point will
require solving some very difficult technological challenges, it is certainly premature to say
that the industry will hit fundamental and insurmountable barriers.

At a minimum, multiprocessor systems will ride the microprocessor performance curve.

Recent advances in low-cost, commercially available interconnects have staked out a
“middle ground” between traditional, proprietary high-speed interconnects and the local
area networking technologies used in workstation clusters in the past. While the gap
between these new clustering interconnects and higher-end proprietary interconnects has
narrowed, it has not vanished.

A key distinguishing factor between clusters and integrated systems provided by vendors is
software. Creating a system with a great deal of capacity (total CPU cycles) is easy.

24



Chapter 2: Industry Trends Affecting Export Control

Creating a system with high capability and good usability features is difficult, requiring
extensive expenditure of time, money, and expertise. Existing clustering efforts using
mass-market commercial off-the-shelf technologies have demonstrated sustained
performance of over one Gflops, but such systems still lack fully functional and robust
software environments, particularly for configurations with large (>100) nodes.

The existence of parallel systems employing clustering interconnects should not, for the
present, legitimize the export of systems with comparable numbers of processors using
much higher speed and lower latency interconnects combined with a stable and substantial
suite of systems software.

Although dramatic changes in architectures do not appear to be on the horizon, the
cumulative effect of incremental changes in architecture, hardware, and software will be a
substantial increase in the ability of users throughout the world to apply multiprocessor
computing resources to applications of their choice. From a user’s perspective, the
distinction between the high- and low-end machines is shrinking. Emerging and
commercially available interconnects make it much easier to assemble modest
configuration systems that behave similarly to the highest-end machines, minus only the
raw computing performance. The movement into the mainstream of NUMA or related
technologies will enhance the ability of practitioners to harness the power of larger
numbers of processors using techniques learned on smaller configurations.

References

[1]
[2]
[3]
[4]
[5]
[6]
[7]
[8]
[9]

Gwennap, L., “PowerPC Team Outlines Future Plans,”” Microprocessor Report, Vol. 10,
No. 11, Aug 26, 1996.

Matzke, D., “Will Physical Scalability Sabotage Performance Gains?,” IEEE Computer,
Vol. 30, No. 9, Sep, 1997, pp. 37-39.

“Architects Look to Processors of Future,” Microprocessor Report, Vol. 10, No. 10, Aug
5, 1996.

Takahashi, D., “Chip Firms Face Technological Hurdles That May Curb Growth, Report
Suggests,” Wall Street Journal, Dec 1, 1997, p. BS.

The National Technology Road Map for Semiconductors, Semiconductor Industry
Association, San Jose, CA, 1994.

Burger, D. and J. R. Goodman, “Billion-Transistor Architectures,” IEEE Computer, Vol.
30, No. 9, Sep, 1997, pp. 46-48.

Patt, Y. N. et al., “One Billion Transistors, One Uniprocessor, One Chip,” IEEE
Computer, Vol. 30, No. 9, Sep, 1997, pp. 51-57.

Smith, J. E. and S. Vajapeyam, “Trace Processors: Moving to Fourth-Generation
Microarchitectures,” IEEE Computer, Vol. 30, No. 9, Sep, 1997, pp. 68-74.

Kozyrakis, C. E. et al., “Scalable Processors in the Billion-Transistor Era: IRAM,” IEEE
Computer, Vol. 30, No. 9, Sep, 1997, pp. 75-78.

[10]JHammond, L., B. A. Nayfeh, and K. Olukotun, “A Single-Chip Multiprocessor,” IEEE

Computer, Vol. 30, No. 9, Sep, 1997, pp. 79-85.

[11]Waingold, E. et al., “Baring It All to Software: Raw Machines,” IEEE Computer, Vol.

30, No. 9, Sep, 1997, pp. 86-93.

[12]Lipasti, M. H. and J. P. Shen, “Superspeculative Microarchitecture for Beyond AD

2000,” IEEE Computer, Vol. 30, No. 9, Sep, 1997, pp. 59-66.

25



High-Performance Computing, National Security Applications, and Export Control Policy

[13]Gwennap, L., “Estimating IC Manufacturing Costs,” Microprocessor Report, Vol. 7, No.
10, Aug 2, 1993.

[14]Smith, N. P., “Hits & Misses: Benchmarks Again, Fab Costs, and Jell-O,” HPCWire, Nov
10, 1995 (Item 8060).

[15]Yu, A., “The Future of Microprocessors,” IEEE Micro, Dec, 1996, pp. 46-53.

[16]Diefendorff, K. and P. K. Dubey, “How Multimedia Workloads Will Change Processor
Design,” IEEE Computer, Vol. 30, No. 9, Sep, 1997, pp. 43-45.

[17]Gwennap, L., “Multimedia Boom Affects CPU Design,” Microprocessor Report, Vol.
10, No. 16, Dec 5, 1994.

[18]Gwennap, L., “UltraSPARC Adds Multimedia Instructions,” Microprocessor Report,
Vol. 8, No. 16, Dec 4, 1994.

[19]Gwennap, L., “Digital, MIPS Add Multimedia Extensions,” Microprocessor Report, Vol.
10, No. 15, Nov 18, 1996.

[20]Wilson, R., “Sun’s processor focuses on the problems of intense
multiprocessing—UItraSPARC-IIl  targets servers, LAN switches,” Electronics
Engineering Times, No. 974, Oct 6, 1997.

[21]Song, P., “UltraSparc-3 Aims at MP Servers,” Microprocessor Report, Vol. 11, No. 14,
Oct 27, 1997.

[22]Gwennap, L., “Intel’s P6 Bus Designed for Multiprocessing,” Microprocessor Report,
Vol. 9, No. 7, May 30, 1995, pp. 1-6.

[23]Myrinet. A Brief, Technical Overview, Myricom, Inc., http://www.myri.com/myrinet/
overview.html, July 7, 1997.

[24]Sterling, T. et al., Findings of the first NASA workshop on Beowulf-class clustered
computing, Oct. 22-23, 1997, Pasadena, CA, Preliminary Report, Nov. 11, 1997, Jet
Propulsion Laboratory.

[25]Beck, A., “Dave Gustavson Answers Questions about SCI: Part 1,” HPCWire, Oct 4,
1996 (Item 10249).

[26]Beck, A., “Dave Gustavson Answers Questions about SCI: Part 11,” HPCWire, Oct 11,
1996 (Item 10282).

[27]Beck, A., “Dave Gustavson Answers Questions about SCI: Part Ill1,” HPCWire, Oct 18,
1996 (Item 10316).

[28]IBM Corp., The RS/6000 SP High-Performance Communication Network,
http://www.rs6000.ibm.com/resource/technology/spsw1/spswpl.bookl.html.

26



Chapter 3: HPC Controllability and Export Control Thresholds

As discussed in Building on the Basics [1,2], there are levels below which a control threshold
is not viable. At these levels, the policy seeks to control that which is uncontrollable and be-
comes ineffective. The 1995 study discussed in some depth the factors that influence control-
lability and made determinations regarding what performance levels were, and were not, con-
trollable. In this chapter we refine the discussion and elaborate upon some of the ideas pre-
sented in the earlier work. We conclude with a discussion of a number of options for policy
makers regarding the lower bound of the range within which viable control thresholds may
exist.

Kinds of Controllability

During the 1990s, the definition of controllability has become considerably more complex
than it was in previous decades. In particular, industry-wide trends toward parallel processing
and systems scalability make it necessary to make a distinction between two related but not
interchangeable concepts:

(1) controllability of platforms, and
(2) controllability of performance levels.

The first refers to the ability to prevent entities of national security concern from acquiring and
using hardware/software platforms for unsanctioned purposes. The latter refers to the ability
to prevent such entities from acquiring a particular level of computational capability by any
means they can. In the past, the distinction between the two was minimal; today, it is critical.
We explain each concept in more depth below.

Controllability of Platforms

The controllability of platforms refers to the extent to which the export and use of computing
systems can be adequately monitored and regulated. When systems are highly controllable,
the probability that diversion can be prevented is close to 100 percent. The cost of carrying out
a successful diversion and maintaining the system may be so high that, given the low odds of
success, an effort is not seriously undertaken. For systems that have low controllability, the
premium in extra time and money expended for a diversion may be so small, and the barriers
to diversion so low, that successful diversion is likely to occur with some regularity, regardless
of what the export control policies are.
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While there is no precise, widely agreed upon means by which controllability can be as-
sessed and measured, there is agreement that platform controllability is a function of a num-
ber of factors. These include:

size

infrastructure requirements

vendor dependence

size of installed base

age

vendor distribution networks

price

Size. Small units are more easily transported than large ones. Today’s computers fall into a
number of categories, shown in Table 3-1, based on the size and nature of the chassis.

Chassis

Sample Systems

Commentary

Proprietary

Most Cray and
HP/Convex, CM-5

Many high-end systems have a unique and distinctive appear-
ance, due to their highly customized chassis. The chassis is de-
signed primarily to meet the technical requirements of the sys-
tem, and to offer an attractive appearance. The physical size can
range from rather large to rather small. The Cray C90 has a
footprint of 80 ft? including the I/O subsystem, while a Cray-2
has a footprint of only 16 ft2. To be sure, many proprietary sys-
tems require extensive cooling and 1/O subsystems that occupy
additional space.

Multiple-
rack

IBM RS/6000 SP
(SP2), Origin2000

The basic physical chassis is a rack. Vendor racks differ from
one another and are certainly not interchangeable, but they are
rectangular: 5-7 feet high, 2-4 feet wide, and 3-4 feet deep.
Large configurations consist of multiple, interconnected racks.
In the extreme, configurations can be huge. The ASCI Red (Intel)
configuration at Sandia National Laboratories has a footprint of
1000 square feet.

Single-rack

PowerChallenge XL,
AlphaServer 8400,
Ultra Enterprise
6000, IBM R40, HP
T-500, T-600

The physical chassis is a rack, as just described. The system may
not scale beyond a single rack. If it does, the multi-rack configu-
rations have substantially different programming paradigms or
performance characteristics than the single-rack system. The
Silicon Graphics PowerChallenge Array is a good example. The
individual PowerChallenge racks are shared-memory systems,
while the array offers a distributed-memory paradigm.

Deskside

Origin200 dual-
tower, PowerChal-
lenge L and Chal-
lenge, AlphaServer
4100 and 2100, IBM
J40, Ultra Enterprise
3000, 4000.

The desk-side chassis rarely stands taller than three feet. Such
systems are highly compact and portable. They typically offer
multiprocessing capability, with maximum numbers of proces-
sors ranging from two to eight.

Desktop

Numerous uniproc-
essor workstations,
some dual-processor
workstations.

The desktop chassis is the most popular for today’s single-user
workstations and personal computers. The number of proces-
sors is typically one or two. “Tower” cabinets that may sit be-
side a desk for convenience fall into this category as well.

Table 3-1.

HPC chassis
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Infrastructure requirements. The principal distinction in infrastructure requirements is be-
tween systems that are air-cooled and those that require liquid cooling. Air-cooled units are
easier to install and maintain. Liquid-cooled units, e.g. the Cray-2, can require extensive
cooling systems whose size, power, and maintenance requirements exceed those of the com-
puter itself.

A dominant trend in high-performance computer manufacturing has been the use of
CMOS rather than Emitter-Coupled Logic (ECL) components. The latter has been used in the
past because it offered higher speeds. However, it also required substantially more power per
unit of volume and therefore required liquid-cooling systems. The economics of high-
performance computing has forced all HPC vendors to offer CMQOS systems and reduce the
number of models employing the more costly ECL.

Vendor dependence. The more dependent a system is on the vendor for installation, mainte-
nance, and operation, the more controllable the system is. Periodic visits to an installation
provide a vendor with an opportunity to assess not only the location of a system, but also the
nature and extent of its use. Although a vendor may not be able to assess with certainty all the
uses to which a system is put—especially if the user is trying to conceal such information—the
more frequent and involved the site visits, the more closely the vendor can monitor the sys-
tem. Two extremes illustrate the range of “care and feeding™ that systems require. On the one
hand, large, customized configurations of pioneering systems such as those developed under
the Accelerated Strategic Computing Initiative (ASCI) program require continuous, on-site
presence by vendor representatives. Large-configuration but commercially available systems
might involve vendor representatives intensively during system installation, acceptance testing,
and upgrading. During routine operation, skilled employees of a systems integrator (e.g.,
Nichols Research, Northrop Grumman) monitor and operate the system. At the other ex-
treme, personal computers sold through mail-order companies usually require no vendor in-
volvement once the package leaves the warehouse. Users are responsible for, and usually ca-
pable of managing, the installation, upgrade, operation, and maintenance of such systems.
Moreover, an extensive infrastructure of third-party companies providing support services ex-
ists throughout the world.

Between these two extremes are a number of degrees of customer dependence on ven-
dors. These can be classified using the categories shown in Table 3-2, which are ranked from
greatest dependence to least.

Vendor Sample Systems Commentary
Dependence
Total Cray C90 and T90, large The customer is totally dependent on the vendor.
configurations of massively The vendor, or a vendor representative, performs all
parallel platforms such as the installation, operation, and maintenance tasks on a
SP2. Possibly Cray T3D and  continuous basis. Users have no direct interaction
T3E, depending on capabili- with the system. Jobs submitted for runs are loaded
ties of user. and executed by vendor representatives.
High Cray J90, HP/Convex Ex- The vendor installs, maintains, and upgrades the
emplar, IBM’s RS/6000 SP system, but the customer may manage the system
(formerly called the SP2), during routine operation and perform software up-
Cray Origin2000. grades.
Moderate DEC’s AlphaServer 8400, The vendor typically installs the system and provides
SGI Challenge XL, Power- supporting services during unusual circumstances,
Challenge XL, Sun’s Ultra such as system failure or extensive upgrades. The
Enterprise, HP’s T-series customer may perform routine maintenance and
simple CPU and memory upgrades. Third-party
companies may provide such services as well as the
vendor.
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Low AlphaServer 2100, Al- The vendor may provide advisory services as re-
phaServer 4100, SGI Chal- guested by the customer. Customers with in-house
lenge L , PowerChallenge L expertise can function well without such services,

while customers with little expertise may rely on
them more heavily. An infrastructure of large and
small companies providing this expertise may exist.

None Many single and dual- The vendor is not usually involved in installing,
processor workstations and maintaining, or operating the system. The typical
most personal computers customer does not need such support. Third-party
and Intel-based servers fall in  individuals or companies may provide any services
this category. necessary.

Table 3-2. Categories of dependence on vendors

Installed base. It is probably not possible to determine precisely at what point the number of
installations becomes so large that the vendor loses the ability to track the location and use of
each unit. Such a point is a function not only of the number of units installed, but also of the
nature of the distribution and supporting services networks and the amount of resources the
vendor is willing to bring to bear on the problem. However, it is helpful to classify a given
model’s installed base in one of several categories. Table 3-3 provides a possible classification
of the installed base, and identifies some representative systems for each category, circa fourth
quarter 1997.

Installed Base = Commentary

10s Traditional supercomputers lie in this category. Vendors have a precise un-
derstanding of where individual systems are located.
100s This category often includes high-end systems that have been shipping only

a few months, but which may eventually enjoy a substantially larger in-
stalled base. This category also includes a number of systems pioneering
new markets (e.g., commercial HPC) for their vendors. Vendors usually
are able to monitor individual installations with a fair degree of confidence.

1000s Most high-end servers fall in this category. It is a gray area. Monitoring of
individual installations becomes difficult, but may be possible, depending
on the nature of the vendor’s sales and support infrastructure. When the
installed base reaches the high 1000s, there is a high probability that there
will be leaks in control mechanisms.

10,000s Most mid-range, deskside servers fall in this category. Systems may be con-
sidered mass-market products. As a practical matter, it is all but impossible
to keep close track of each unit.

100,000s UNIX/RISC workstations and Windows NT servers fall in this category.
Systems are increasingly like commodities.

Table 3-3. Impact of installed base on controllability (circa 4Q 1997)

Age. Systems based on microprocessor technologies have product cycles that track the micro-
processor cycles. At present, vendors are introducing new generations of their microproces-
sors approximately every one to two years. Over the course of each generation, vendors in-
crease the clock speed a number of times. Consequently, the majority of units of a particular
model are sold within two years of the product’s introduction. Systems like the Cray vector-
pipelined systems have product cycles on the order of three to four years.

As systems grow older, they are frequently sold to brokers or refurbishers and resold,
without the knowledge or involvement of the original vendor. Most users keep their systems
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running productively for three to four years; it is difficult to amortize system costs in less time
than this. However, a secondary market for rack-based systems is likely to start developing
approximately two years following their first shipments. Desktop and deskside models may be
found on secondary markets a year following introduction.

Vendor distribution networks. If systems are sold through a network of value-added resellers
(VAR), distributors, OEMs, or other non-direct channels, no single individual or entity may
have a complete understanding of the history of a particular system.

Price. Since markets (and size of the installed base) are often strongly correlated to price, sys-
tems with lower prices are likely to be less controllable than more expensive systems for at
least three reasons. First, the lower the price of a target system, the greater the number of or-
ganizations at restricted destinations able to afford the system. The number of attempts to ac-
guire a particular kind of system may increase. Second, vendors are willing to commit more
resources toward controlling an expensive system than a cheap system. Profit margins are
usually lower on the cheaper systems that occupy more price-competitive market niches. In
addition, if a fixed fraction of the system price—say, 5 percent—were devoted to control
measures, substantially more money would be available for this purpose from the sale of a
$10 million system than from the sale of a $100,000 system. Third, customers prefer to have
vendors install and upgrade expensive systems. The issue is risk management. The systems
cost too much to risk an improperly conducted installation.

Based on these factors, systems can, at a given instant in time, be classified according to
their controllability. Table 3-4 lists a sample of systems in each of four controllability catego-
ries. Costs have been rounded off. The installed base figures apply to most but not necessarily
all models in a given category.

Controllability of Performance Levels

Controllability of platforms has little to do, inherently, with performance. If a particular sys-
tem has a high price, a small installed base, high dependence on the vendor for operations and
maintenance, etc., then the vendor is likely to be able to keep close track of that system, re-
gardless of its performance. For example, the Cray YMP/1, as a platform, is still controllable,
even though it has a performance of 500 Mtops, which is lower than the performance of many
widely available uni- and dual-processor workstations. Efforts to prevent Cray YMP platforms
from being diverted are likely to be successful, even though efforts today to prevent foreign
acquisition of Cray YMP equivalent performance are unlikely to be successful.
What determines the controllability of a particular performance level? Principally,

the performance of systems available from foreign sources not supporting U.S. export con-
trol policies,
the performance of uncontrollable platforms, and

the scalability of platforms.
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Vendor Model/ Processor Size |Cooling] Year | Dependence Cost of Installed| Distribution
Delivered on Vendor Entry-level Base Network
System (at
Introduction)
CONTROLLABILITY: VERY
HIGH
Cray T90 non- water | 1995 4Q)| Total $2.5 million Direct
standard
chassis
Cray T3D non- air 11993 3Q| Total/High $1 million| typically| Direct
standard 10s
chassis
Cray T3E/600 non- water | 1996 Total Direct
standard
chassis
CONTROLLABILITY: HIGH
HP/ Exemplar X-Class non- air 11997 1Q High $ 200,000 Direct
Convex standard
chassis
Cray J916 non- air 1995 1Q| High $ 200,000 Direct
standard
chassis
Sun UltraEnterprise 10000 rack air 1996 High/ $ 500,000] typically]  Direct/
Moderate 100s VAR
SGl Origin2000 R10000/180 rack air | 1996 4Q)| High/ $ 100,000 Direct/
Moderate Dealership/
VAR
IBM SP2 Power2 High Node | multiple air 1996 3Q High $ 150,000 Direct/
racks VAR
CONTROLLABILITY:
MODERATE
DEC AlphaServer 8400 EV5 rack air | 1995 2Q)| High/ $ 200,000 Direct
Moderate
SGI Power Challenge L desk-side | air |[1996 1Q High/ $ 100,000 Direct/
R10000/200 Moderate Dealership/
VAR
SGI Origin2000 R10000/180 | desk-side air | 1996 4Q Low $ 30,000 typically] Direct/
1000s | Dealership/
VAR
Sun Ultra Enterprise 5000 rack air 1996 High/ $ 100,000 Direct/
Moderate Dealership/
VAR
IBM SP2 Power2/77 multiple air 1995 High $ 100,000 Direct/
racks VAR
CONTROLLABILITY: LOW
Sun UltraEnterprise 3000 desk-side air 1996 Moderate/ $ 50,000 Direct/
Low Dealership/
VAR
DEC AlphaServer 2100 short rack| air |1995 2Q) Low $ 60,000 Direct/
Dealership/
typically, VAR
10,000s
DEC AlphaServer 4100 desk-side | air [1996 2Q Low $ 60,000 Direct/
Dealership/
VAR
HP HP 9000 4x0 desk-side | air 1995 Low $ 50,000 Direct/
Dealership/
VAR

Table 3-4. Examples of platform controllability (4Q 1997)
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Performance of foreign systems. Systems available from foreign sources not cooperating with
U.S. export control policies may also be considered uncontrollable platforms. Foreign avail-
ability has traditionally been an important element of the export control debate. Separating
out this category of uncontrollable platforms is analytically helpful, since it adds to the set of
uncontrollable platforms systems that are uncontrollable not because of their technical or
market qualities, but because of their point of origin. Today, the systems developed indige-
nously in countries outside the United States, Japan, and Western Europe are not commer-
cially competitive with U.S. systems, nor do they have particularly high levels of performance.
Table 3-5 shows some of the leading systems from Tier 3 countries.*

Model Country | Organization Year Description Peak| Mtops Unitg
Mflops (est.) installed
(est.
MVS-100 Russia | Kvant Scientific Research 1995 328609 2400 1,500 ~20
Institute
MP-3 Russia | VNII Experimental Physics | 1995 818604 600 482 <20
MP-XX Russia | VNII Experimental Physics | 1997?| 32 Pentium(Pro) 6400 5,917| pending?
Param-9000 India | Center for the Development| 1995 | 64(?) SuperSparg 4,800 3,685, <30
of Advanced Computing 11/75 (200 max) (15,000
max)
Param-10000 India | Center for the Development| 1998 UltraSPARC]

of Advanced Computing

Pace-2 India | Defense Research and De- 2,000 (max) <10
velopment Laboratories

Pace+ India | Defense Research and De- 1998? 30,000
velopment Laboratories (max)

Dawning- PRC | National Research Center 1995 32860 2400 1,500

1000 for Intelligent Computing
Systems

Galaxy-II PRC | National Defense University|] 1993 4 CPUY 400 <20

of Science and Technology

Galaxy-Ill PRC | National Defense University| 1997 128 processon 13000 <10
of Science and Technology (max), (max)

Table 3-5. Selected HPC systems from Tier 3 countries

1 The 1996 revisions to export control policy classified countries into four categories, or tiers, with
different control thresholds for each. Tier 1 includes NATO and NAFTA member states and other
export control partners of the United States. Tier 2 includes most South and Latin American, African,
Asian, and Eastern European countries. Tier 3 includes nuclear powers such as Russia, the People’s
Republic of China, and India; and most Middle Eastern countries, former Soviet republics, and other
countries of nuclear proliferation concern. Tier 4 includes the so-called pariah states of Libya, North
Korea, Iraq, etc.
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The table illustrates that while a few countries do have established HPC programs, their in-
digenous systems are not in widespread use and, for the most part, have performances under
4000 Mtops, usually far below this level. It is likely that the Russians are able to construct a
system employing 32 Pentium Pro/200 processors; it is not clear whether they have in fact
done so. The country continues to have difficulty financing development projects.

AlphaServer 4100 5/300

AlphaServer 2100 5/250

Ultra Enterprise 3000
UltraSPARC/167

SPARCserver 2000
SuperSPARC/50

AlphaServer 4000 5/400

Power Challenge L R8000/75
o Maximum CTR

B Minimum CTP

TFHKREPRE)

i

AlphaServer 4000 5/300

"
e

CHALLENGE L R4400/150

CHALLENGE L R4400/200

AlphaServer 2100 4/190

1|

HP 9000 K-Class Model K410

J30 PowerPC 601/75

0 500 1,000 1,500 2,000 2,500 3,000

Figure 3-1. Sampling of platforms with low controllability (4Q 1997)

Performance of uncontrollable platforms. The performance level provided by the most pow-
erful uncontrollable system is, clearly, uncontrollable. The fact that there may be controlla-
ble platforms with lower performance (e.g., the Cray YMP example) does not negate this re-
ality. Figure 3-1 and Figure 3-2 show the performance of a number of systems that have low
and moderate controllability, circa 4Q 1997.

A number of the systems in Figure 3-2, such as the AlphaServer 4100/466, the Power-
Challenge L R10000/200, the IBM J50, and various HP K-Class desk-side servers, will slip
into the Low Controllability category in 1998 on the strength of their installed base. These sys-
tems have CTP levels in the 4000-5000 Mtops range.
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Figure 3-2. Sampling of platforms with moderate controllability (4Q 1997)

Scalability of Platforms. Scalability of platforms, the third determinant, makes it possible to
increase the performance of a system incrementally by adding computational resources, such
as CPUs, memory, 1/O, and interconnect bandwidth, rather than by acquiring a replacement
system. The controllability of performance levels is strongly affected when the range of scal-
ability is large, and users without the assistance of vendor representatives can add computa-
tional resources in the field.

To see this, we must draw a distinction between several different kinds of performance:

Configuration performance. The configuration performance is the CTP of a specific con-
figuration to be shipped to a customer. This is the performance that is currently used to de-
termine if a system requires an individually validated license. If an IVL is required, the con-
figuration performance is included in the export license application.

Maximum performance. The maximum performance is the CTP of the largest configura-
tion of a system that could be constructed given the necessary resources, vendor support,
and specialized technologies. All commercial systems today have a maximum number of
processors, a limit established by design. For example, a Cray C90 has a maximum con-
figuration of sixteen processors (21,125 Mtops). The SGI Origin2000 has a maximum con-
figuration of 64 processors, with a maximum performance of 23,488 Mtops. (The Cray
Origin2000 includes a specialized “metarouter” that enables scaling to 128 processors.)
The DEC Alpha 4100 can be configured with up to 4 processors (4,033 Mtops).

End-user attainable performance. The end-user attainable performance is the performance
of the largest configuration of an individual, tightly coupled system an end-user could as-
semble without vendor support, using only the hardware and software provided with

35



High-Performance Computing, National Security Applications, and Export Control Policy

lesser configurations. This definition does not apply to more loosely coupled agglomera-
tions such as clusters. By “lesser configuration” we usually mean a configuration that can
be exported under existing export control policies.

The scalability of a system has enormous significance for the relationship of these three
guantities. Figure 3-3 illustrates their relationship when systems are not scalable. Suppose (a)
represents two uniprocessor configurations of a hypothetical vector-pipelined system that the
vendor sells in configurations between one and four processors. Each uniprocessor configura-
tion falls below the control threshold, but dual- and four-way configurations lie above the
threshold. Upgrading from one to two or four processors requires substantial vendor in-
volvement and specialized technology, represented by the circular arrows in (c). When sys-
tems cannot be upgraded in the field, upgrading requires the complete replacement of one
configuration by another. The diagram illustrates that if two uniprocessors are exported, the
result is two uniprocessor systems. Without the specialized expertise and technology provided
by the vendor, it is not possible to combine two uniprocessor systems into a dual-processor
system. In this case, the attainable performance is equivalent to the configuration perform-
ance.

Configuration End-user Attainable  Maximum
Performance Performance Performance

~ Export Control

- Threshold

(a) (c)

Figure 3-3. Configuration, attainable, and maximum performance of non-scalable
systems

Figure 3-4 illustrates the three concepts when systems are easily scalable. Suppose there is a
hypothetical rack-based parallel processing system where each rack can have up to 16 proces-
sors. Two racks can be integrated into a maximum configuration system (32 processors), but
only by the vendor, who must install, say, a proprietary high-speed switch represented by the
circular arrows shown in (c). Within a rack, CPU and I/O boards can be easily added or re-
moved without specialized expertise or technology. Further suppose that an eight-processor
configuration has a performance below the export control threshold, while a full rack’s per-
formance exceeds it.

36



Chapter 3: HPC Controllability and Export Control Thresholds

Configuration End-user Attainable ~ Maximum
Performance Performance Performance

~ Export Control
Threshold

(a) (b) (©)

Figure 3-4. Configuration, attainable, and maximum performance for scalable systems

Under these conditions, the configuration performance and end-user attainable perform-
ance are quite different. Two half-full racks may be exported perfectly legitimately under gen-
eral license (a). Once in place, the CPU, memory, and I/O boards can be moved from one rack
to the other as shown in (b) without vendor knowledge or assistance. The resulting configura-
tion would have the same computational capacity (aggregate operations per second and vol-
ume of memory) as the two originals, but significantly greater capability as measured in
Mtops. Acquiring additional half-full racks would not help the user attain the maximum per-
formance (c), however, since individual racks are not shipped with a high-speed switch.

Scalability and the Export Control Regime

The trend toward scalable architectures causes fundamental problems for the export regime
as currently formulated. The regime relies on a single technological feature, configuration per-
formance, to distinguish those systems that can provide foreign entities with a particular level
of computational capability from those that cannot. In other words, the control regime tries to
restrict the performance an end-user can attain by placing restrictions on configuration per-
formance.

When systems are not scalable, the current regime works well. Configuration perform-
ance and end-user attainable performance are identical, and controlling the former results in
effective controls over the latter. Under these circumstances, the challenge for policy makers
is to identify which platforms are uncontrollable and set the control threshold at or above
their performance.

When systems are readily scalable, the current regime becomes unstable at many control
thresholds. Control thresholds set below the performance of small configuration scalable sys-
tems are not viable. The nature of most high-performance computing systems manufactured
today is that their smallest configurations are one or two processor systems. This level of per-
formance, ranging today from roughly 200 to 2000 Mtops, depending on the processor, is
filled with uncontrollable platforms. According to Dataquest, a market research firm, nearly
200,000 UNIX-RISC systems were shipped during the first quarter of 1997 [3]. According to
International Data Corp. (IDC), over 600,000 UNIX/RISC workstations were shipped in 1997
[4]. Each of these systems is above 200 Mtops, and most are likely to be above 500 Mtops. By
the end of 1998, nearly all UNIX-RISC systems shipped will be above 500 Mtops, and dual-
or guad-processor systems above 2000 Mtops will be commonplace.
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Unfortunately, setting controls marginally higher than the performance of workstations
does not prevent foreign entities from attaining significantly higher performance levels under
the current control regime. Figure 3-5 illustrates the end-user attainable performance for sev-
eral systems introduced within the last two years. Each of these systems has a minimum con-
figuration at the one- or two-processor level that could be shipped under general license.
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Figure 3-5. Minimum, maximum, and end-user attainable performance of selected
HPC systems

When thresholds are set between the minimum and end-user attainable performance of sys-
tems, scalability must be controlled by ongoing and long-term monitoring of installations by
vendors, U.S. Government officials, or both. This is an expensive and uncertain effort, espe-
cially if the number of installations is large.

Figure 3-6 shows how the level of end-user attainable or uncontrollable performance has
risen during the 1990s. The graph incorporates a time lag to allow for markets to mature. A
system introduced in 1996 is plotted in 1998. The systems reflected in the graph are mostly
rack-based systems with very easy scalability whose minimum configurations lie beneath con-
trol thresholds. The rapid rise in performance has been fueled by a combination of increasing
processor performance and, to a lesser extent, increasing numbers of processors in a system.
The atmospheric performance of the SGI systems reflects the ability to link together multiple
SGI racks into a single, integrated, shared memory system using no more than cables.
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A fundamental difficulty is that the present control regime uses the configuration perform-
ance as a surrogate for end-user attainable performance during licensing considerations. When
systems are easily scalable, these two values can be quite different, and the control policy may
fail to achieve its objective.

An alternative approach is to take into account the end-user attainable performance of a
system during licensing considerations rather than the configuration performance. Under such
circumstances, export licensing decisions are made directly on the basis of what the policy
seeks to control in the first place: the performance a foreign entity can attain by acquiring U.S.
computer technology. No surrogate values are needed.

The following example illustrates one of the principal differences between control regimes
based on configuration and those based on end-user attainable performance. Suppose a ven-
dor has two systems it seeks to export. Both systems use the same components, but one sys-
tem can be scaled easily to 8 processors; the other, to 16. The two customers have requested
four-processor versions of the two models. Further suppose that the control threshold is set at
a performance level equivalent to an eight-processor configuration. Under the current regime,
each configuration could be exported under general license because the configuration per-
formance of each lies below the control threshold. However, one customer would be able to
scale the system to a performance level well above the threshold without ever having had the
export subject to review by licensing authorities.

Although they have the same configuration performance, the two systems would be
treated differently under a regime based on end-user attainable performance. Under this re-
gime, the system scalable to eight processors could be exported under general license, but the
other system would require an individually validated license and be subject to review by li-
censing officials.
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Barriers to Scalability

At the heart of the concept of end-user attainable performance is the extent to which end-
users can scale smaller systems into larger ones. There are at least three factors that may pre-
vent end-users from scaling systems and thereby limit the attainable performance:

(1) specialized expertise
(2) specialized software
(3) specialized hardware

Specialized expertise continues to be needed to upgrade some of the massively parallel sys-
tems, such as the Cray T3D and T3E and HP/Convex Exemplar machines, and to upgrade
parallel vector-pipelined systems like the Cray C90, T90, or J90. Even the IBM SP2 requires
rather substantial expertise when new racks of nodes are added. Specialized expertise is usu-
ally not required, although it may be customary, for SMP system upgrades.

Limitations in the operating system and interconnect have placed ceilings on scalability.
The operating system provides an array of services to applications software including process
management, I/0O management, and file management. For a system to be fully scalable, these
services, as well as the hardware, must be scalable. While considerable progress has been
made in scalable operating systems, limitations continue to exist, especially for operating sys-
tems supporting shared-memory architectures. Although some systems support shared-
memory architecture for up to 64 processors, such processor counts have not been typical in
the industry. Systems based on Windows NT still do not scale well beyond 8 processors, al-
though this number is increasing.

Specialized hardware is sometimes required when scaling beyond the smaller configura-
tions. For example, up to four Origin2000 racks with a total of 64 processors can be joined
together using just cables. Scaling past 64 processors, however, requires a metarouter, a rack-
based unit with a sophisticated proprietary interconnect manufactured only by Cray. The
number of systems requiring a metarouter is likely to be quite limited, probably not more than
a few hundred.

For SMP-class systems, the most common barrier to scalability is the size of the chassis.
Desktop, deskside, and rack-based models may all incorporate precisely the same component
base. Indeed, most computer companies try to leverage the same or similar components
throughout their product lines in order to save on development and production costs. How-
ever, a deskside system with room for four or six processors cannot be scaled to 16 or 32
processors.

Intentionally, we limit our definition of end-user attainable performance to integrated,
tightly coupled systems provided by HPC vendors. Although it has been clearly demonstrated
that competent users can cluster together multiple workstations using readily available inter-
connects and create systems with substantial computing power [5], determining and applying
the end-user attainable performance in such contexts is problematic. First, it would be very
difficult to determine the end-user attainable performance in an uncontroversial manner. The
performance of clusters is highly variable, especially as they grow in size. What are the limits
to scalability? When does performance begin to degrade unacceptably? These are open re-
search questions today. Second, all computing systems sold today can be networked. The end-
user attainable performance of all platforms would degenerate into an ill-defined large num-
ber that is of little practical use for licensing officials. The consequence of limiting the discus-
sion of end-user attainable performance to individual, tightly coupled systems is that some
end-users will, in fact, cluster together systems and perform useful work on them. Since clus-
ters are only as controllable as their most controllable elements, many kinds of clusters will
be beyond the reach of the export control policy. The policy is likely to “leak.” This will be a
fact of life in today’s world. We discuss “leakage” of the policy in the final chapter.
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Establishing a Lower Bound

Any of the factors mentioned above—specialized software, hardware, or expertise—may be
taken into account when considering a system’s end-user attainable performance. Assuming
that the end-user attainable performance of systems can be determined, how should the lower
bound of controllability be determined? As before, the lower bound of controllability should
be the greater of: (a) the performance of systems widely available from countries not sup-
porting U.S. export control policies, and (b) the end-user attainable performance of uncon-
trollable platforms.

Table 3-6 offers a classification of computing systems. The end-user attainable perform-
ance figures are those of systems introduced in 1997. Each category has different controllabil-
ity features; controllability decreases as one moves down the table.

Type Units installed Price End-user attainablsg

performancs
Multi-rack HPC systems 100s $750K-10s of millions 20K+ Mtops
High-end rack servers 1000s $85K-1 million 7K-20K Mtopq
High-end deskside servers 1000s $90-600K 7K-11K Mtopq
Mid-range deskside servers 10,000s $30-250K 800-4600 Mtopq
UNIX/RISC workstations 100,000s $10-25K 300-2000 Mtops
Windows NT/Intel servers 100,000s $3-25K 200-800 Mtops
Laptops, uni-processor PCs 10s of millions $1-5K 200-350 Mtops

Table 3-6. Categories of computing platforms (4Q 1997)

The classification presented here, when used in conjunction with the concept of end-user
attainable performance, makes it possible to use a performance-based metric to distinguish
more precisely than before systems that are more controllable from those that are less con-
trollable. For example, a control threshold set at 4-5000 Mtops would permit the export of
mid-range systems under general license while subjecting rack-based systems, even small con-
figuration racks, to extra licensing considerations. A threshold set at 2500 Mtops would re-
strict most RISC-based desk-side systems, while permitting the export of desktop machines
under general license.

The determination of which category of systems is, in fact, uncontrollable depends on the
amount of resources industry and government are willing to bring to bear on monitoring and
control measures. Suppose the lower bound of controllability were determined to lie with the
deskside machines. Figure 3-7 shows the anticipated performance of such systems through the
turn of the century. The mid-range systems have been plotted one year following their intro-
duction since the installed base grows rapidly, but not instantly. Rack-based systems, defining
the line of uncontrollable performance under the current control regime, have been plotted
two years after introduction to account for the slower growth of their installed base. The sys-
tems contributing to the high-end deskside systems have been plotted either one or two years
after introduction, depending on the rate at which their installed base grows.
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Figure 3-7. End-user attainable performance of categories of HPC systems

Projections of when new products will be introduced and at what performance are based
on two assumptions: First, the maximum number of processors in a deskside box will remain
constant. Second, the time lag between volume manufacture of a new microprocessor and its
appearance in deskside systems will remain the same as at present. Under these assumptions,
the end-user attainable performance is likely to approach 4300 Mtops in 1998, 5300 Mtops in
1999, and 6300 Mtops in 2000. We should note that this trend line is consistent with the ad-
ministration’s decision in 1995 to set a control threshold of 2000 Mtops for Tier 3 military
end-users. This was approximately the performance of deskside mid-range systems in
1995/1996.

While this chart reflects approximately linear increases in mid-range system performance
through the end of the century, there is a strong possibility that their performance will increase
sharply in 2000-2001 (factoring in the one-year time lag). As new generations of processors,
principally Intel’s Merced, are incorporated into servers, mid-range systems with four or eight
processors may have CTP values well above 15,000 Mtops. These systems will constitute the
“sweet spot” of the mid-range market and have installed bases on the order of tens or even
hundreds of thousands of units.

Unlike in past years, control thresholds that discriminate between categories of computer
systems do not discriminate between HPC vendors. In today’s HPC market there are ho major
HPC vendors whose sole business is the highest-end machines. Cray was acquired by Silicon
Graphics, Inc.; and Convex by Hewlett-Packard. Recently, Compaqg announced its acquisition
of Digital Equipment Corporation. Each of the remaining U.S. HPC vendors now offers a
broad product line “from desktops to teraflops” based on the same components. Each vendor
has small boxes targeting the very large lower-end HPC markets. Moreover, Figure 3-7 indi-
cates that the vendor offerings in these markets have quite comparable performances as meas-
ured by the CTP, so each is competitive in export markets.
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Conclusions

In the preceding discussion we have tried to answer the question, “What is the lower bound of
a viable control threshold?” A control threshold that seeks to control the performance avail-
able to an end-user by controlling the performance of shipped configurations, works well
when systems are not easily upgradeable by the end-user. A dominant characteristic of most of
today’s high-performance computing systems is that they are easily scalable, up to a point.
Preventing end-users from upgrading systems in the field requires a great deal of post-
installation monitoring by vendors and U.S. Government officials. Even so, it is difficult to
know with certainty the extent to which end-users are upgrading. As the number of installed
systems grows, so does the difficulty.

An alternative control regime would call for export licensing decisions based not on the
configuration performance of a system being shipped, but on the end-user attainable perform-
ance of that system. The attainable performance is defined as the performance of the largest
individual, tightly coupled configuration an end-user can assemble without vendor support
using only the hardware and software provided with lesser configurations. By “lesser configu-
ration” we usually mean a configuration that can be exported under existing export control
policies. If end-user attainable performance is used as a factor in licensing decisions, it is much
less necessary to determine whether or not end-users are upgrading systems. This possibility
will have been accounted for in the licensing process before the system is shipped.

Under current policy mechanisms, the level of uncontrollable performance will rise to
nearly 15,000 Mtops in 1998, over 23,000 Mtops in 1999, and approximately 29,000
Mtops in the year 2000.

If a control mechanism based on end-user attainable performance is used, and deskside
mid-range systems are considered uncontrollable, a lower bound of controllability would
reach 4600 Mtops in 1998, 5300 Mtops in 1999, and 6500 Mtops in the year 2000. This
number is likely to increase sharply in 2000-2001 as mid-range systems based on new mi-
croprocessors like Intel’s Merced and IBM’s G4+ enter the market. Configurations with as
few as four CPUs, each with a CTP of 4-7000 Mtops, could have a performance of 15-25
Mtops. Systems with 4 to 8 processors, shipped in volumes of tens or hundreds of thou-
sands of units, will constitute the “sweet spot™ of the mid-range market.

Policy makers will need to do the following:

(a) Decide whether to base licensing decisions on configuration performance, or on end-
user attainable performance.

(b) Determine what systems are, in fact, uncontrollable, given the resources government
and industry are willing to use to enforce the policy. The use of end-user attainable per-
formance as the basis for licensing decisions supports distinctions between classes of
machines that are not possible under the current policy.

(c) Employ a two-year, one-year, or no-year lag in plotting system performance data on
graphs such as those presented in this chapter. We have used a two-year lag for rack-
based systems and a one-year lag for desk-side systems.

Foreign indigenous HPC systems continue to have very small installed bases and modest
performance relative to U.S. mid- and high-end HPC systems. They do not have a major
impact on the determination of a lower bound of controllability.
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Introduction

Choosing an Upper Bound for a Control Threshold

The first basic premise of the HPC export control policy requires the existence of problems of
great national security importance that require high-performance computing for their solution
[1]. If such applications do not exist, it is difficult to justify HPC export controls. When they do
exist, they can be used to set an upper bound on the performance level at which a viable
control threshold can be established. Just as the lower bound of controllability can be used to
determine a performance level below which a threshold is not viable, the performance
requirements of applications of national security interest can be used to determine an upper
bound above which a threshold should not be set. This chapter examines such applications
and evaluates their need for high-performance computing to determine an upper bound.

Chapter 3 illustrated that the lower bound is in part a function of policy makers’
determination of what levels of performance are controllable. Similarly, the upper bound is in
part a function of what the national security community feels are applications “of great
national security importance.” There are two principal positions that can be taken.

The first position is that the set of applications of great national security importance is
broad and deep, distributed across the entire spectrum of computing performance. Under this
view, any level of computing performance can be useful to an adversary, and export controls
are beneficial whenever they create an obstacle, however small, to the adversary’s pursuit of
national security applications. If export controls force an adversary to spend a few more days
or months and a bit more money on a development effort, then an important national security
objective has been achieved. This position leads to a “control what you can” approach to
export controls. In this case, the upper bound collapses onto to the lower bound, forcing the
threshold to track the lower bound.

The second position is that not all applications being pursued by the national security
community are of great national security importance, nor can all applications be pursued
effectively by all foreign entities of national security concern. The set of applications to be
protected is more limited than in the first position, and allows for the possibility of an upper
bound that lies above the lower bound, creating a range of performance levels at which a
control threshold is viable. The set of applications may be limited in a number of ways. A
distinction may be made between applications that are of great national security priority that
yield distinct military or diplomatic advantage, and those that are merely of national security
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interest. Performance levels at which there are particularly large numbers of applications may
influence the choice of an upper bound. The set of applications that are to be protected may
be chosen based on an analysis of applications that are critical to foreign entities’ national
security objectives. The upper bound may also take into account the willingness and ability of
individual countries to pursue particular applications in ways that threaten U.S. national
security interests, leading to different thresholds for different countries.

The objective of this chapter is not to decide among the options just described. Instead, it
tries to provide policy makers with an understanding of the kinds of applications that may be
pursued at various performance levels, and of the trends in U.S. practitioners’ use of the
technology that are likely to have the greatest impact on the export control policy in the
future. In particular, the chapter does not try to establish which of the applications are of
greatest national security importance and must be protected by HPC export controls. That is a
decision that can only be made by the national security community. It is important that this
decision be made. If an application area lacks a constituency willing to defend it in the public
arena, it is difficult to argue that it should be a factor in setting export control policy.

Selection of Applications

The Department of Defense (DoD) has identified ten Computational Technology Areas
(CTA), listed in Table 4-1. Through the High Performance Computing Modernization
Program (HPCMP), DoD provides funding for the acquisition and operation of high-
performance computing centers to pursue applications in these areas. Nuclear, cryptographic
and intelligence are also areas with programs that fund applications that use high-performance
computing.

CFD | Computational Fluid Dynamics CEN | Computational Electronics and
Nanoelectronics

CSM | Computational Structural CCM | Computational Chemistry and
Mechanics Materials Science

CWO | Climate/Weather/Ocean Modeling FMS | Forces Modeling and Simulation /
and Simulation C4l

EQM | Environmental Quality Modeling IMT | Integrated Modeling and Test
and Simulation Environments

CEA | Computational Electromagnetics SIP Signal/lmage Processing
and Acoustics

Table 4-1. DoD Computational Technology Areas (CTA)

The applications chosen for this study are based on those application areas that are
currently being funded by one or more agencies of the U.S. national security community. We
have tried to focus on applications that lie above the lower bounds discussed in Chapter 3.
However, it is often quite useful to include applications that in the past were performed on
supercomputers, even though those levels of performance may not be controllable today.

This chapter summarizes key findings for upper bound applications. After providing a
general overview of computational techniques and their impact on the choice of computer
hardware, the chapter discusses specific findings in various application areas. Areas that have
an operational need for HPC are discussed first, followed by those areas that apply HPC to
research and development. The computational requirements of the former are “hard” in the
sense that computational results must be obtained within a specific time period; receiving the
results late is of no practical value. Obtaining research and development results quickly
provides a competitive edge in the race to new technologies; receiving them later means the
new technologies come online slower and/or at greater cost. Thus, HPC export controls may
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play a larger role in operational applications than for research and development applications.
Finally, the chapter concludes with some options for policy makers to consider with regard to
upper-bound applications.

Key application findings:

Upper-bound applications of potential national security interest that require high levels of
computing continue to exist and will exist for the foreseeable future.

Computational science is playing an increasingly important role in research, development,
and testing.

Upper bound applications continue to demand higher performance platforms.

Scientific applications in all computational areas are continuing to transition from parallel
vector platforms (PVP) to massively parallel platforms (MPP).

The Message Passing Interface (MPI), a library package that facilitates writing parallel
applications, is supporting application development across a wide range of machines.

For some communities, the development of parallel codes is beginning to *“come
naturally.”

Parallel platforms are being used for production work in some application areas, including
nuclear and ocean modeling applications.

Memory size and bandwidth remain bottlenecks in many application areas.

Upper-Bound Applications Exist

The first criterion for classification as an upper-bound application is national security interest,
as explained above. The second criterion is the application’s computing needs. Does it require
HPC for its solution? In some cases, the answer is yes; the application is not solvable on lesser
machines. In other cases, the application is solvable to at least some degree on lesser
machines. The question then becomes the degree to which HPC provides an edge through
allowing completion in a much shorter time frame or better understanding through multiple
experiments in the same time frame.

This study examined applications in all the areas listed above. A large number of
applications satisfy the computing criterion of upper-bound applications, and would seem to
be of national security interest. Figure 4-1 shows a sampling of these. As detailed in later
sections of this chapter, these applications continue to demand computing performance above
the lower bound of controllability, and in most cases will continue to do so for the foreseeable
future.
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Role of Computational Science

70000

Computational science uses simulation techniques to model physical systems. Simulation is
playing an increasingly important role in research and development in almost every area of

inquiry. Simulation:

reduces dangers that exist in the development and testing of prototypes

supports the investigation of phenomena that cannot be observed

reduces costs by reducing the number of prototypes that need to be built and tested

increases the effectiveness of an experimental program while reducing the number of

actual experiments needed

In some areas, computer simulation is already tightly integrated into the development and
testing cycle. In other areas, simulation techniques are still being developed. In all areas,
simulation techniques will see continued improvement as better computer hardware becomes
available. This will allow experiments that are not possible today due to constraints of
memory and/or processors. Better hardware will also support parametric studies, that is,
allow the researcher to run a suite of tests varying one or more of the parameters on each run.
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In some areas, high-performance computing directly supports operational needs. Weather
forecasting is a clear example of this. Improved hardware leads directly to more accurate
global forecasts. Better global forecasts lead to more accurate regional forecasts. Both are
directly dependent on the computing resources available.

Demand for Greater Resources

Three factors drive computational science to demand greater computing resources. First,
increasing the accuracy, or resolution, of an application generally allows more detail to
become apparent in the results. This detail serves as further validation of the simulation results
and provides greater insight into the process being modeled. Second, increasing the scale of a
simulation allows a larger problem to be solved, for example studying a full-size submarine
complete with all control surfaces. Larger problems thus become a way to understand
mechanisms that previously could only be studied through actual experiments, if at all. Third,
using models with greater fidelity allows more accurate simulation of physical phenomena.
Examples include using full physics rather than reduced physics in nuclear applications and
solving the full Navier-Stokes equations in fluid dynamics problems.

All three—increased resolution, increased scale, and improved fidelity—offer the
possibility of a quantum leap in understanding a problem domain. Examples include studies of
the dynamics among atoms and molecules of an explosive material as the explosive shock
wave proceeds, or eddies that form around mid-ocean currents. ldeally, a good simulation
matches the results of actual observation and provides more insight into the problem than
experiment alone.

Increased resolution and scale generally require a greater than linear growth in
computational resources. Consider, for example, doubling the resolution of a three-
dimensional simulation. This requires doubling the computation in each of the three
dimensions, a factor of eight times the original. And this understates the usual situation, as
doubling the resolution often requires increases in the number of timesteps over which the
computation is run.

Transition from Parallel-Vector to Massively Parallel Platforms

Scientific applications in all computational areas are in transition from PVP to MPP platforms.
Hardware developments and the demands—both price and performance—of the commercial
marketplace are driving this transition. These trends have already been discussed in detail in
Chapter 2. Computational scientists in some application areas made early moves to MPP
platforms to gain more memory and/or processor resources than were available in the PVP
platforms. However, all areas of computational science are now faced with the need to
transition to MPP platforms.

The development of platform-independent message-passing systems, such as PVM [2] and
p4 [3], supported the first wave of ports from traditional PVP machines to MPP machines.
Platform independence assured the scientists their work would survive the vagaries of a
marketplace that has seen the demise of a number of MPP manufacturers. The development
of the Message Passing Interface [4] standard in 1994 and its wide support among computer
manufacturers has accelerated the move to MPP platforms by scientists.
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Figure 4-2. Conversion path for vector to parallel code

The move to MPI has resulted in applications that run effectively on a broad range of
computing platforms and problem sizes, in contrast to PVP codes that rely heavily on vector
operations for efficient execution. Figure 4-2 illustrates the transitions possible. From a code
optimized for vector operations, it is not easy to obtain a code that runs well on a desktop
workstation, or any strictly parallel machine. However, once the effort has been made to port
the PVP code to the MPP platform using MPI, it is an easy transition to run the same code on
smaller or larger MPP systems by simply specifying the number of processors to use. Since all
the computer manufacturers provide support for MPI, the code is now portable across an
even wider variety of machines.

The smaller systems generally cannot run the same problems as the larger systems due to
memory and/or time constraints. However, being able to run the code on smaller systems is a
great boon to development. Scientists are able to test their code on the smaller, more
accessible, systems. This shortens the development cycle and makes it possible for researchers
without direct access to the larger platforms to be involved in the development and
verification of new algorithms.

Parallel Coding Starting to “Come Naturally”

Production codes are now entering their second generation on MPP platforms in some
application areas. Examples include the nuclear, ocean modeling, and particle dynamics
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fields. High memory requirements are a common characteristic of these applications. Starting
roughly with the Thinking Machines CM2, MPP machines began offering greater memory
sizes than were available on PVP machines. This offered the opportunity to run larger
simulations if the researcher was willing to putin the effort to port the code. Now, these
researchers are entering second—and third—generation revisions of their codes, and have
production as well as research and development experience with MPP machines. Thus, there
is a growing cadre of researchers for whom parallel codes have become the ordinary way of
working.

Parallel Platforms Used for Production Work

Large MPP platforms are being used for production work as well as for research and
development. In general, this use is in application areas that were among the earliest to make
the move from the PVP platforms. Examples include nuclear simulations, particle
simulations, cryptographic work, and ocean modeling.

Memory Size and Bandwidth Remain Bottlenecks

Many application areas are moving to MPP platforms primarily to take advantage of increased
aggregate memory sizes. The memory to CPU bandwidth then becomes a problem on the
commodity RISC-based processors used in MPP systems. Many problems become sensitive to
the size of the cache and often require work to optimize cache performance.

It should be noted that increased memory sizes on today’s standard workstations allow
execution of applications that were on supercomputer-class systems a few years ago. These
problems were often run as single-CPU jobs on the PVP machines, as memory size is the
primary requirement. On workstations, they can require long execution times and large disk
storage space. However, given the wait time for sufficient resources on high-end computers, it
is often quicker to use a workstation.

Computing Platforms and Scientific Applications

This section provides a brief discussion of key factors that affect the performance of an
application on a parallel computer. A great deal of detail has been omitted to make the
discussion accessible. Details that affect specific application areas are covered later in this
chapter.

Determinants of Performance

Most scientific applications make use of grids to subdivide the problem space. Grids can be
unstructured or structured. Unstructured grids are typically triangular for 2-D problems and
tetrahedral for 3-D problems. Finite element (FE) solution techniques are used with
unstructured grids. Structured grids are “logically” Cartesian or rectangular in form. Finite
difference (FD) or finite volume (FV) solution techniques are used with structured grids.
Figure 4-3 gives some two dimensional examples of solution grids.

In parallel processing, the grids are divided in some fashion across two or more processes,
a step known as “domain decomposition.” Each process performs the computations on its
portion of the grid. At various times during the computation, it is normally necessary for the
processes to share data from their portion of the grid with the processes handling adjacent
portions of the grid. When executing on a parallel machine that has multiple processors, each
process is typically assigned to one processor. This spreads the computational work over as
many processors as are available.
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The total execution time (T) of a given processor is the sum of the times spent in each of three
states:
T = Tcomp + Tcomm + Tidle

T.omp 1S @ function of the number of processes executing on the processor. For each process,
T.omp i further dependent on the grid size, the number of timesteps, the number and types of
operations executed in each time step, and the time needed to execute an operation. More
complex (and realistic) performance models take into account differences in the time needed
to execute an operation depending on where data are located (e.g., main memory or
secondary storage).

T.omm IS the amount of time the processor spends on exchanging data with other processors.
This is dependent on the platform and the architecture—shared memory vs. distributed
memory.

T is the time a processor spends waiting for data. Generally, this will be while waiting for
another processor to complete a task and send the needed data, or merely waiting for
requested data to arrive at the CPU.

If execution time is measured from the instant the first processor begins until the last
processor ceases activity, then the total execution time for each processor will be the same,
although the percentage of time spent in each state is likely to vary.

If only compute time directly advances the state of the computation and the amount of
computation necessary for the execution of a particular model and problem size is relatively
constant, then performance can best be improved by minimizing the time the processors
spend communicating or being idle. The communication requirements strongly depend on the
domain decomposition used—how a problem is divided across the multiple processes and
how the processes are divided across the machine’s available processors. Different
decompositions of the same problem onto the same set of processors can have widely
different communication patterns. One goal of problem decomposition is to maximize the
amount of computation performed relative to the amount of communication.

Applications and the algorithms they use can differ considerably in how easy it is to find
decompositions with good computation-to-communication ratios. So-called “embarrassingly
parallel” applications are those that lend themselves to decompositions in which a great deal
of computation can be performed with very little communication between processors. In such
cases, the execution of one task depends very little, or not at all, on data values generated by
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other tasks. Often, applications with this characteristic involve solving the same problem
repeatedly, with different and independent data sets, or solving a number of different
problems concurrently.

Shared-Memory Multiprocessor Systems

In shared-memory multiprocessors, all processors share a common memory. Systems in this
category include symmetrical multiprocessors (SMP) such as the Silicon Graphics
PowerChallenge, Sun Microsystems’ Enterprise 10000, and Cray’s traditional vector-
pipelined multiprocessors.

In the abstract, shared-memory systems have no communication costs per se. Accessing
the data values of neighboring grid points involves merely reading the appropriate memory
locations. Most shared-memory systems built to date have been designed to provide uniform
access time to main memory, regardless of memory address or which processor is making the
request.

In practice, the picture is more complex. First, processors must coordinate their actions. A
processor cannot access a memory location whose content is determined by another
processor until this second processor has completed the calculation and written the new
value. Such synchronization points are established by the application. The application must
balance the workload of each processor so they arrive at the synchronization points together,
or nearly so. Time spent waiting at a synchronization point is time spent not advancing the
computation.

Second, as described in Chapter 2 (Interconnect and memory subsystems) today’s
machines include caches as part of the memory design. On shared-memory architectures,
caches necessarily involve maintaining duplicate copies of data elements. Maintaining the
consistency of the copies is a great system-design challenge. Fortunately, managing cache
memory is not (explicitly) a concern of the programmer.

The existence of cache memory means that memory access is not uniform. Applications or
algorithms with high degrees of data locality (a great deal of computation is done per data
element and/or data elements are used exclusively by a single processor) make good use of
cache memory. Applications which involve a great deal of sharing of data elements among
processors or little computation per data element are not likely to use cache as effectively and
consequently have lower overall performance.

Third, when the processors in a shared-memory multiprocessor access memory, they may
interfere with each other’s efforts. Memory contention can arise in two areas: contention for
memory ports and contention for the communications medium linking shared memory with
the processors. Memory may be designed to give simultaneous access to a fixed and limited
number of requests. Usually, separate requests that involve separate banks of memory and
separate memory ports can be serviced simultaneously. If, however, two requests contend for
the same port simultaneously, one request must be delayed while the other is being serviced.

A shared communications medium between memory and processors can also be a
bottleneck to system performance. Internal busses, such as those used in many SMP systems
can become saturated when many processors are trying to move data to or from memory
simultaneously. Under such circumstances, adding processors to a system does not increase
aggregate performance. This is one of the main reasons why maximum configuration SMPs are
rarely purchased and used effectively.

Some systems use switched interconnects rather than a shared medium between
processors and memory. While more expensive, switched interconnects have the advantage
that processors need not contend with each other for access. Contention for memory banks
may still be a problem.
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Distributed—Memory Multiprocessor Systems

Distributed memory machines can overcome the problems of scale that shared memory
systems suffer. By placing memory with each processor, then providing a means for the
processors to communicate over a communications network, very large processor counts and
aggregate memory sizes can be achieved. In principle, there are no limits to the number of
processors or the total memory, other than the cost of constructing the system. The SGI
Origin2000, Cray T3E, IBM RS/6000 SP, and clusters of workstations are examples of
distributed memory architectures.

For distributed memory machines, the communication time, T, iS the amount of time a
process spends sending messages to other processes. For a given communication (sending or
receiving a message), communication time breaks into two components: latency and
transmission time. Latency—the time to establish a connection or perform a context
switch—is independent of the message size. It is dependent on the distance between
processors and the communication channel. The distinction between closely coupled and
loosely coupled machines lies primarily in the latency costs, as explained in Chapter 2.
Transmission time is a function of the communication bandwidth—the amount of data that
can be sent each second—and the volume of data in a message.

For applications that are not embarrassingly parallel, the ratio of computation to
communication can sometimes be improved by increasing the granularity of the problem, or
the portion of the problem handled by a single processor. As an illustration, suppose that a
problem involved a two-dimensional grid of data points. Updating the value at each point
involves obtaining the values of each of the four neighboring points. If a different processor is
used to update each grid point, four communications are required to obtain the neighbor’s
data values. If, however, each processor were responsible for updating 8 x 8 = 64 grid points,
64 computations would be needed (one for each grid point), but only 8 x 4 = 32
communications. No communication is involved in accessing data from a neighboring grid
point when the data values are stored in the memory of the same processor. Communication
occurs only for fetching the data values of grid points lying outside the perimeter of the 64-
point grid, since these are located in the memory of other processors. In a two-dimensional
grid, the amount of computation is proportional to the number of pointsin a sub-grid (the
area), while the amount of communication is proportional only to the number of points on the
perimeter (the surface). Further, the messages often can be batched along an edge. Following
the same example, the one processor can request the eight values for one side of its grid in a
single message, and can send its own eight values on the same edge in one message. The
amount of data sent will be the same, requiring the same bandwidth; however, the latency
will be reduced since the start-up cost needs to be paid for only one message, not eight.

While increasing the granularity for a fixed-sized problem improves the computation-to-
communications ratio, it also reduces the amount of parallelism brought to bear. (The
extreme case would be putting the entire problem on a single processor: excellent
computation-to-communications ratio, but no parallelism.) For a fixed number of processors,
however, the computation-to-communication ratio can be improved by increasing the size of
the problem and, correspondingly, the number of grid points handled by a single processor.
This assumes, however, that the processor’s memory is large enough to hold the data for all
the points.
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Numerical Weather Forecasting

Introduction

Weather conditions have always played a vital role in a host of military and civilian activities.
The ability to predict in advance the weather conditions in a particular area can provide a
substantial advantage to those planning and executing military operations. For this reason, in
spite of its obviously beneficial civilian applications, weather forecasting can be considered an
application of national security significance. Weather forecasting imposes operational
constraints, due to the need for timely delivery of forecasts to customers. This operational
demand sets weather forecasting apart from most of the other application areas covered in this
report.

Since the dawn of the computer age, the most advanced computing systems have been
brought to bear on computationally demanding weather forecasting problems. Weather
forecasters have been among the leading adopters of new supercomputing technology. While
this tradition continues to the present, weather forecasters have been challenged by the
broadening base of computing platforms that, in principle, can be used in weather forecasting.
Besides the well-established vector-pipeline systems, practitioners have other options,
including massively parallel and symmetrical multiprocessor systems.

Numerical weather forecasting was identified in Building on the Basics as a crucial upper-
bound application. This section examines the computational nature of numerical weather
forecasting in much greater detail than did the previous study, with the goal of understanding
to what degree such applications can be usefully executed on a variety of system architectures,
principally vector-pipeline and massively parallel processors. Ultimately, the goal is to
understand the degree to which forecasting of a nature useful to military operations can be
performed on the uncontrollable computer technology of today and tomorrow.

This section starts by examining the relationship between the computational nature of the
application and the major high-performance computer architectures currently available. The
next subsection includes a discussion of empirical results obtained from leading forecasting
centers in the United States and Europe regarding the use of various platforms to run their
atmospheric models. Then we discuss global and regional ocean forecasts and their
similarities and differences from atmospheric models. Finally, we conclude with a brief
discussion of future trends in numerical weather forecasting and computational platforms,
and alternative sources of competitive advantage for U.S. practitioners.

The Computational Nature of Numerical Weather Forecasting

The state of the weather at any given point in time can be defined by describing the
atmospheric conditions at each point in the atmosphere. These conditions can be
characterized by several variables, including temperature, pressure, density, and velocity.
Over time, these conditions change. How they change is represented mathematically by a set
of partial differential and other equations that describe the fluid dynamic behavior of the
atmosphere and other physical processes in effect. The fluid dynamics equations include:

conservation of momentum
conservation of water substance*
conservation of mass

! The conservation of water substance equations govern the properties of water in various states: vapor, cloud, rain, hail,
snow.
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conservation of energy
state (pressure) equation

Equations for physical processes describe such phenomena as radiation, cloud formation,
convection, and precipitation. Depending on the scale of the model, additional equations
describing localized turbulence (e.g., severe storms) may be used.

Collectively, these equations constitute an atmospheric model. In principle, if the state of
the weather at a given time is known, the state of the weather at a future time can be
determined by performing a time integration of the atmospheric model based on these initial
conditions.

The basic equations and the atmosphere itself are continuous. However, the atmospheric
models approximate the actual conditions by using a collection of discrete grid points to
represent the atmospheric conditions at a finite number of locations in the atmosphere. For
each grid point, values are stored for each of the relevant variables (e.g., temperature and
pressure).

Future weather conditions are determined by applying discrete versions of the model
equations repeatedly to the grid points. Each application of the equations updates the variables
for each grid point and advances the model one timestep into the future. If, for example, a
single time step were 2 minutes, a 24-hour forecast would require 24 hours/2 minutes = 720
applications (iterations) of the model’s equations to each grid point.?

The fluid dynamics of the atmosphere are typically modeled using either a finite difference
or spectral transform method. In the finite difference methods, variables at a given grid point
are updated each time step with new values computed by applying a function to the variables
of neighboring grid points. Then the new values are exchanged with neighboring grid points.

The spectral transform methods are global spherical harmonic transforms and offer good
resolution for a given amount of computational effort, particularly when a spherical geometry
(like the earth) is involved.® The drawback, however, is that the amount of computation
necessary in spectral methods grows more quickly than in finite difference methods as the
resolution increases. Practitioners are divided on which method is better.

Numerical weather prediction models can also vary in the scale of the model, the length of
the forecast, the physical phenomena to be modeled, and the degree of resolution desired.
The models vary in the number of grid points used, the number of time-steps taken, and the
equations employed. In the case of spectral methods, the number of waves considered in the
harmonics will also vary*

Current models used in military weather forecasting can be classified as global, mesoscale
(regional),® theater, or battlespace (storm-scale). The domain for these models ranges from
the entire planet (global) to a 1000 x 1000 km region (battlespace). For each of these models,
weather can be forecast for a variety of time periods into the future. Typical forecasts today
are from 12 hours to 10 days.

2 The naval models described below use timesteps of 440s for global models, 120s for regional models, and smaller time
steps for each under certain circumstances, such as when there are high atmospheric winds or when higher resolution is
needed for localized conditions.

® The basic grid point mesh has a rectangular solid geometry. The spherical geometry of the earth means that if the same
number of grid points represents each latitude, the geographic distance between these points is less as you approach the
North or South Pole. Such considerations introduce complexities into the finite difference algorithms.

* The resolution of models using spectral techniques is usually indicated by the convention Tn, where n is the number of
harmonics considered. A model designated T42 has a lower resolution than one designated T170. The NOGAPS (Global)
model used by FNMOC is designated T159.

® Mesoscale models typically model a domain with a scale of afew thousand kilometers. Such models are particularly useful
for forecasting severe weather events, simulating the regional transport of air pollutants, etc. Mesoscale models are
regional models, but the latter term is also used to describe extracts from global models.
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Models can also be classified as hydrostatic or non-hydrostatic. Hydrostatic models are
designed for use on weather systems in which the horizontal length scale is much greater than
the vertical length scale. They assume that accelerations in the vertical direction are small, and
consequently are not suitable for grid spacing below 5-10 km. Non-hydrostatic models, on
the other hand, do not make this assumption and are often employed in systems that model,
for example, thunderstorms or other phenomena on this scale. Current military models that
emphasize global and regional forecasts are hydrostatic, but work is being done to develop
non-hydrostatic models as well.

The resolution of the model depends on both the physical distance represented by two
adjacent grid points, and the length of the time step. A model in which grid points represent
physical coordinates 20 km apart will generally give more precise results than one in which
grid points offer a resolution of 80 km. Similarly, shorter time steps are likely to yield better
results than longer ones. The greater the resolution, the greater the fidelity of the model. For
example, certain kinds of turbulence may be modeled with grid points at 1 km, but not 80
km, resolution. At the same time, increasing the number of grid points or decreasing the time
step increases the amount of storage and computation needed.

The choice of grid size, resolution, and timestep involves balancing the type of forecast
desired against the computational resources available and the operational time constraints of
the forecast. To provide useful predictions, a model must run significantly faster than real time
(e.g., a 24-hour forecast that takes 24 hours to compute is of no use.) For this reason, there
are clear limits to the size of the model that can be run on a given platform in a given time
window. On the other hand, there are points beyond which greater resolution is not needed,
where practitioners feel a particular model size is sufficient for a desired forecast. For
example, the “ultimate” domain size necessary for storm-scale prediction is a 1024 x 1024 x
32 grid [5].

Military Numerical Weather Forecasting

Military Numerical Weather Forecasting Models

Table 4-2 shows some of the models used by the Fleet Numerical Meteorology and
Oceanography Center (FNMOC) for military numerical weather prediction as of the end of
1995 and expected models in use by 2001 [6]. The global models are currently their principal
products. The right-hand column indicates the elapsed time needed to run the model.
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Model Type Definition Grid Resolution: Wall Time: 1995 Grid Resolution:
1995 2001
(expected)

Global Analysis MVOI® Horizontal: 80 km 10 min/run Horizontal: 40 km

Vertical: 15 levels Vertical: (as required)
Global Forecast NOGAPS’ 3.4 | Horizontal: 80 km 30 min/forecast day | Horizontal: 50 km

Vertical: 18 levels 10 day forecast Vertical: 36 levels
Regional NOGAPS Same as Global Same as Global
9000 km x 9000 | Extracts Forecast Forecast
km
Theater NORAPS® 6.1 | Horizontal: 45 km 35 min/area Horizontal: 18 km
7000 km x 7000 | relocatable Vertical: 36 levels Vertical: 50 levels
km areas
Mesoscale NORAPS 6.1 Horizontal: 15 km 60 min/area Horizontal: 6 km
3500 km x 3500 | 2 areas Vertical: 36 levels Vertical: 50 levels
km

NORAPS 6.1 Horizontal: 20 km 75 min/area
2 areas Vertical: 36 levels

Battlespace N/A Horizontal: 2 km
1000km x Vertical: 50 levels
1000km

Table 4-2. Current and projected weather forecasting models used by FNMOC

To understand the significance of the wall time figures, it is important to understand the real-
time constraints of a center like FNMOC. Weather forecasting is not a one-time computation.
FNMOC’s many customers require a steady stream of forecasts of varying duration. Given a
finite number of CPU hours per day, the CPU time used to generate one forecast may take
time away from another. For example, if a global forecast were to take 45 rather than 30
minutes per forecast day, one forecast might start encroaching on the time allocated for the
next forecast. Either the number of forecasts, or the duration of each, would have to be
reduced. For example, when the mesoscale model was run to support NATO operations in
Bosnia, improving resolution from 20 km to 15 km doubled the run time. Better resolution
would be possible computationally but impossible operationally on the current hardware.
Operational considerations place strong constraints on the types of models that can be run
with the available hardware.

The Traditional Environment for Military Numerical Weather Forecasting

The current state of military numerical weather forecasting in the United States is a result of a
number of current and historical circumstances that may or may not characterize other
countries’ weather forecasting efforts.

Global forecasting. Traditionally, FNMOC customers have desired global weather

forecasts and regional forecasts based on the global models.

Demanding operational environment. On the basis of a modest number of different
atmospheric and oceanographic models, FNMOC provides approximately 48,000 distinct
products to customers throughout the armed forces. These customers require a steady
flow of forecasts, day after day, which they use in an operational context. Consequently,

® Multi-variate Optimum Interpolation. Used to provide the initial conditions for both the global and regional models
(NOGAPS and NORAPS), but at different resolutions.

" Navy Operational Global Atmospheric Prediction System

® Navy Operational Regional Atmospheric Prediction System
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FNMOC is a conservative computing center, unwilling to rely on unproven hardware,
software, algorithms, or models.

Diverse customer base. The customers for the 48,000 products use a wide array of
technologies, and FNMOC needs to be able to deliver its products regardless of customer
technology. A great deal of effort is spent making sure that the products are of a format
and size that can be delivered to a given customer’s platform in time for the results to be
useful.

Reliance on vector-pipelined processors. FNMOC for years has relied on traditional
vector-pipelined processors to execute its model: a Control Data Corporation Cyber 205
and, in recent years, a Cray Research C90. There is a close relationship between the nature
of the hardware available and the types of models and codes developed. Because FNMOC
has always had vector-pipelined machines and, until recently, has been able to anticipate
acquiring top-of-the-line vector-pipelined machines in the future, the research and
development programs were oriented toward such platforms. The feedback loop was
strong. As models and codes were developed that run well on vector-pipelined systems,
the incentive to acquire another vector-pipelined system was strong. Such systems
provided the greatest operational continuity, and were the lower-risk, lower-effort
(although not necessarily lower-cost) acquisition option. This has changed with the
increasing dominance of MPP systems. FNMOC is currently in an acquisition phase for an
MPP system and is porting and testing a number of operational codes to use in evaluating
MPP choices.

In summary, FNMOC operates on very demanding problems in a very demanding
environment and is, for good reasons, rather conservative in its use of high-performance
computing. The Center is not likely to dramatically change the models, code, or
hardware/software platforms it uses until proven alternatives have been developed. FNMOC
practitioners make it clear that their current models and codes do not (yet) run well on
distributed-memory or non-vector-pipelined systems.® This is only partly a function of the
nature of numerical weather forecasting (discussed in the next section). It is as much, or more,
a function of the development and operational environments at FNMOC and the Naval
Research Labs that develop the supporting models. Since the current generation of software
tools is inadequate for porting “dusty deck, legacy” Cray code to massively parallel platforms,
the human effort of porting the models is comparable to developing new models from
scratch. Furthermore, there is, as described below, little guarantee that the end result would
be superior to current practice. The risk to FNMOC operations of moving to dramatically new
models and platforms prematurely is considerable. Consequently, those interested in
understanding the suitability of non-traditional hardware/software platforms for (military)
numerical weather forecasting should consider as well the experience of practitioners at other
meteorological centers, who might be less constrained by operational realities and more eager
to pioneer innovative approaches.

Computing Platforms and Numerical Weather Forecasting

This section examines the computational characteristics of numerical weather forecasting,
with an emphasis on the problems of moving from vector platforms to massively parallel
platforms. The first half of the section examines the problem in general. The second half
explores a number of specific weather codes and the platform(s) they execute on.

°The Cray vector-pipelined machines reportedly provide a sustained processing rate of 40 percent of the peak performance
on FNMOC codes. For example, the 8-processor C90 has a peak performance of 7.6 Gflops and provides just over 3 Gflops
of sustained performance.
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Numerical Weather Forecasting and Parallel Processing

Like many models describing physical phenomena, atmospheric models are highly parallel;
however, they are not embarrassingly so. When a model is run, most of the equations are
applied in the same way to each of the grid points. However, computation done at one grid
point is not, in fact, independent of that done at another. The dependencies between grid
points (described below) may require communications between processors as they exchange
grid point values. The cost in CPU cycles of carrying out this sharing depends a great deal on
the architecture and implementation of the hardware and system software.

There are three kinds of data dependencies between grid points that complicate the
parallel processing of weather forecasting models. First, at the end of each time step, each grid
point must exchange values with neighboring grid points. In higher-order finite difference
schemes, the data needed to update a single grid point’s variables are drawn not just from the
nearest neighbor grid points, but also from points that are two or more points away. The
spectral methods, an alternative to the finite difference methods, often involve transforms
(between physical, Fourier, and spectral space) that have non-local communications patterns.

Second, global operations, such as computing the total mass of the atmosphere, are
executed periodically. Good parallel algorithms exist for such computations.

Third, there are physical processes (e.g., precipitation, radiation, or the creation of a
cloud) that are simulated using numerical methods that draw on data values from a number of
different grid points. The total physics component of an atmospheric model can involve two
dozen or more transfers of data per grid point per time step. However, the grid points involved
in such a simulation usually lie along the same vertical column. Assigning grid points such that
all grid points in the same vertical column are assigned to one processor reduces
communications costs.

In many models, a so-called semi-Lagrangian transport (SLT) method is used to update the
moisture field at grid points. This method computes the moisture content at a grid point (the
“arrival point™) by tracking the trajectory of a particle arriving at this grid point back to its
point of origin in the current time step (““departure point™). The moisture field of the departure
point is used in updating the moisture field at the arrival point. This computation can involve
significant communications overhead if different processors are handling the arrival and
departure points.

Overall performance of a model is strongly affected by load-balancing issues related to the
physics processes. For example, radiation computations are performed only for grid points
that are in sunlight [7].

Performance of Computing Platforms: Empirical Results

Since the first weather forecasting models were run on the ENIAC, meteorologists have
consistently been among the first practitioners to make effective use of new generations of
supercomputers. The IBM 360/195, the Cray 1, the Cyber 205, the Cray YMP and Cray C90
have all been important machines for weather forecasting [8]. In 1967, weather codes were
adapted for the SOLOMON Il parallel computer, but the amount of effort devoted to adapting
weather models and algorithms to parallel systems, both shared memory and distributed
memory, has grown dramatically only in the 1990s, as parallel systems have entered the
mainstream of high-performance computing.

Meteorologists at leading research institutes and centers throughout the world have done a
great deal of work in adapting weather codes for parallel platforms and obtaining empirical
results. These efforts include:

The Community Climate Model (CCM2) and Mesoscale Model (MM5), National Center
for Atmospheric Research (NCAR) [9].

60



Chapter 4: Applications of National Security Interest

The Parallel Community Climate Model (PCCM2), Argonne National Laboratory & Oak
Ridge National Laboratory [7]

The Integrated Forecasting System (IFS), European Centre for Medium-range Weather
Forecasts (ECMWF) [10]

Global weather forecasting model, National Meteorological Center [11].

Atmospheric general circulation model, University of California, Los Angeles (UCLA)
[12].

Advanced Regional Prediction System (ARPS), Center for the Analysis and Prediction of
Storms, University of Oklahoma [5,13,14].

The weather and climate forecasting problem domain currently embraces a significant
number of different models, algorithms, implementations, and hardware platforms that make
it difficult to provide highly detailed performance comparisons. At the same time, the general
conclusions are remarkably consistent:

(1) PVP systems currently offer much higher levels of sustained performance relative to peak
performance than MPP systems. The experiences of civil weather and climate forecasting
practitioners have been consistent with those of FNMOC on this point. The reasons for the
differences in efficiency between the two architectures are not fully understood, but
appear to be related to high memory bandwidth requirements and code structures that are
better suited to vector-pipelined architecture than RISC microprocessors [8].

(2) Porting models designed for PVP platforms to MPP platforms is very difficult. The effort
involved is often comparable to that of developing the original model.

(3) Weather and climate forecasting problems are amenable to solution on MPP systems and
do scale acceptably well, even though sustained performance, as a fraction of peak, is low.

(4) Obtaining acceptable performance on MPP platforms is very difficult. Internationally
recognized numerical weather forecasting practitioners at leading research centers have
worked diligently for years to make the transition. They have had some success, but not
the resounding success that might have been hoped for in the early years of commercial
MPP systems. The current state-of-the-art knowledge in applying parallel hardware and
software to these problems is generally available, and still maturing.

(5) There is a good deal of interest in the use of SMP systems for regional weather forecasting.
NCAR’s regional weather forecasting model MM5 has been ported to SMP systems from
all leading mid-range systems vendors. In many cases, the performance on small-
configuration (usually single-processor) systems is comparable or better than small-
configuration Cray systems such as the YMP and J90 [15]. Parallel versions are under
development.

Ocean Forecasts

Global ocean forecasts have two purposes. The first is to predict the ocean currents. An ocean
current has eddies and temperature variations that occur within and around the current flow.
The temperature differences across the fronts and eddies associated with strong currents are
important in submarine and anti-submarine warfare. Ocean currents also impact ship routing
decisions, both lowering fuel costs and shortening transit times. This latter application of
ocean modeling has civilian and military uses.

The second purpose of an ocean forecast is to provide the sea surface temperature field
used as one of the major inputs to the atmospheric forecasts. An ocean model that can provide
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more accurate surface temperatures will enable an atmospheric forecast with improved
accuracy. To date, however, attempts to directly couple the two models to provide this input
have not been successful. It is believed this is primarily due to the ocean component using a
higher resolution than the atmospheric component. Higher resolution is required for the
ocean because the physical scales of motion are smaller.

Ocean models take as their input atmospheric fields: winds, heat fluxes, and net
evaporation/precipitation. These are typically provided by an atmospheric forecast, or by
climatology based on observations. In an ocean simulation, or a climate study, atmospheric
fields and perhaps an ocean climatology are the only input. In an ocean nowcast or forecast,
additional information is required about the actual ocean state. This is typically provided by
satellite. Sea surface temperature and sea surface height are the most useful data sets. For
example, a cross-section of the Gulf Stream will show variations in ocean height of up to a
meter and in surface temperature of several degrees as you move across the current.
Altimeter-equipped satellites provide the sea surface height, which is generally a clearer signal
of the underlying currents than sea surface temperature. These data come from the GEOSAT
series of satellites from the United States. Both Japan and France have similar satellites.
Existing satellite altimeters can measure differences in height of a few centimeters [16]

Ocean models are complicated by the need to accurately predict behavior below the
surface, yet there is very little data about the current state of the ocean below the surface.
Most of the observation-based data is about the surface or near surface. Statistical inference is
used to initially move from the surface to the deep ocean, but observations are so rare in deep
water that the statistics must be based primarily on earlier results from the ocean model. This
places a premium on the accuracy of the ocean model. The ocean model also “dynamically
interpolates™ the oceanic data to provide global synoptic fields (a nowcast) and can be run
forward in time to produce a forecast. A typical satellite altimeter will cover the same spot of
the ocean only once every 17 days, so the ocean model fills in the gaps.

Ocean models are characterized by the size of the cells used to horizontally divide the
ocean. Thus, a 1/4 degree ocean model uses cells that are 1/4 degree longitude by 1/4 degree
latitude on each side, yielding a resolution of about 25 km on a side. The first global ocean
current forecast system has 1/4 degree resolution and is run routinely by the Naval Research
Laboratory (NRL) detachment at Stennis Space Center. It will enter “op-check” as a candidate
Navy operational product at FNMOC as soon as there is an operational source for the
processed altimeter fields required as input to the model. Regional current models are used
for finer granularity in areas of particular interest, such as smaller seas, gulfs, and coastal
areas. These models run at various finer resolutions that depend on the nature of the region
covered and its operational importance. The global model can provide input to the regional
models, as has been demonstrated by a regional model of the California current system [17].

The 1/4 degree global ocean model is too coarse to provide useful information about
strong western boundary currents, such as the Gulf Stream, but it does provide accurate
nowcasts and forecasts of large scale events, such as El Nifio'>. The memory capacity and
speed of FNMOC’s CRAY C90 computer system limit the resolution of the ocean model.
Time slots on an operational forecasting computer are a limited resource, and FNMOC can
not allocate more than about one hour per day to ocean forecasting.

NRL is developing more accurate models. In part, these are awaiting procurement
decisions at FNMOC. However, even these models will not be able to produce sufficient
accuracy within the one-hour time constraint to optimally model the ocean currents. A 1/32
degree (3 km resolution) ocean model is the goal. This will provide good coverage and detail
in the open ocean, and provide much better input to the regional and coastal models. This

1 A coupled ocean/atmosphere model would be required to forecast the onset of El Nifio, but a stand-alone ocean model can
forecast the oceanic effects of El Nifio once it has started.
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goal is still some years out. The current roadmap for FNMOC with regard to ocean current
models is shown in Table 4-3.

Date Cell Resolution Coverage
present 1/4 degree 25 km global
2001 1/8 degree 12-13 km global
1/16 degree 7 km Pacific
1/32 degree 3 km Atlantic
~2007 1/32 degree 3 km global

Table 4-3. Global ocean model projected deployment [16]

The vertical resolution in these models is six vertical layers. The size of a vertical layer
depends on the density of the water, not its depth. The depth of the same density will change
by several hundreds of meters as the grid crosses a current system or eddy. Using fixed-height
layers would increase the vertical requirement to 30 or more layers to gain the same results.

Researchers at NRL are working with Fortran and MPI. In what has become a standard
technique across disciplines, the communication code is concentrated within a few routines.
This makes it possible to optimize the code for a particular platform by easily substituting the
calls for a proprietary communication library, such as Cray’s SHMEM.

It takes five to six years to move a model from a research tool to a production tool. In
addition to the time needed to develop the improved models, the model must be verified. The
verification stage requires leading-edge computing and significant chunks of time. The model is
verified using “hindcasts”—executions of the model using historic input data and comparing
the output with known currents from that time frame. For example, NRL tested a 1/16 degree
(7 km) global ocean model in May-June 1997 on a 256-node T3E-900 (91,000 Mtops). It
required 132,000 node hours, about 590 wall clock hours.™ Such tests not only establish the
validity of the new model, they improve the previous model. By comparing the results of two
models at different resolutions, researchers are often able to make improvements on the
lower resolution model. Thus, the research not only works toward new production models
for the future, but also improves today’s production codes.

Ocean models made the transition to MPP platforms much earlier than the atmospheric
models. “Oceanographic codes, though less likely to have operational time constraints, are
notorious for requiring huge amounts of both memory and processor time” [18]. Starting with
the Thinking Machines CM-5, ocean codes on MPP platforms were able to outperform the
Cray PVP machines [16]. Ocean codes are also more intrinsically scalable than atmospheric
codes. There is not as much need to communicate values during execution, and it is easier to
overlap the communication and computation parts of the code. Sawdey et al. [18], for
example, have developed a two-tier code, SC-MICOM, that uses concurrent threads and
shared memory within an SMP box. When multiple SMP boxes are available, a thread on each
box handles communication to the other SMP boxes. Each box computes a rectangular subset
of the overall grid. The cells on the outside edges of the rectangular subset are computed first,
then handed to the communication thread. While communication is in progress, the remaining
cells inside the rectangular subset are computed. This code has been tested on an SGI
PowerChallenge Array using four machines with four CPUs each (1686 Mtops each), and on a
32-node Origin2000 (11,768 Mtops) where each pair of processors was treated as an SMP.

The dominant machine in ocean modeling today is the Cray T3E. It is allowing a doubling
of the resolution over earlier machines. Several systems are installed around the world with
200+ nodes for weather work, including a 696-node T3E-900 (228,476 Mtops) at the United

' 224-nodes were used as compute nodes. The remaining 32 nodes were used for 1/0.
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Kingdom Meteorological Office. These systems are allowing research (and some production
work) on ocean models to advance to higher resolutions.

Modeling Coastal Waters and Littoral Seas

Modeling ocean currents and wave patterns along coasts and within seas and bays is an
application area with both civilian and military interests. These include:

Logistics Over The Shore (LOTS) operations in support of an amphibious operation or
military operations near a coast

Current and wave height predictions for Navy surface and subsurface operations in
restricted waterways

Wind and wave conditions for minesweeping operations

Breakwater design and erosion models for harbors and beaches

River flows into the ocean to model currents and the spread of contaminants
Tide highs and lows

The military time constraints are hard. Regional forecasts are needed to support specific
military operations. Civilian work does not typically have real-time constraints. The more
common civilian model is a long-term, months to years, model. This would be used for beach
erosion studies, harbor breakwater design, etc.

The Navy is not able to run coastal and littoral models for all areas of the world due to
limits on computer resources. Currently, about six regional models are run each day at
resolutions greater than the global ocean model. These are chosen with current operational
needs and potential threats in mind. They include areas such as the Persian Gulf, the Gulf of
Mexico, the Caribbean, and the South China Sea.

It is possible to execute a regional model on fairly short notice for a new area. For
example, the Taiwan Strait regional model was brought up fairly quickly during the Chinese
naval missile exercises. However, better regional models can be produced when the model is
run frequently. This allows the researchers to make adjustments in the model based on actual
observations over time. Thus, the Persian Gulf model that is executed now is much better than
the model that was initially used during the Persian Gulf crisis [16].

Coastal wave and current models are dependent on a number of inputs:

mesoscale regional atmospheric forecast—provides wind forcing data

global current model—provides first approximation for local currents

temperature data—surface temperature from satellites, sub-surface temperatures from
probes dropped by ships or aircraft in the region

detailed coastal and bottom geography
river outflow into the region

The Spectral Wave Prediction System (SWAPS) uses nested components. The first component
is the deep-water wave-action model. This provides the input to the shallow-water wave-
action model, for water 20 m or less in depth. Finally, when needed, the harbor response
model and/or the surf model are used to provide high resolution in these restricted areas. The
wave action model is limited by the accuracy of the atmospheric model [19]. This layered
model is typical of the approach used in the regional models. Forty-eight-hour forecasts are
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the norm at FNMOC, although five-day forecasts are possible. The limitation is the compute
time available.

While 3 km resolution is the goal for deep ocean models, this is only marginal for coastal
work. A few years ago, it was thought that a 1 km resolution would be a reasonable target.
Now, the goal is down to as low as 100 m. The accuracy desired is dependent on the nature of
the water in the region. For example, a large freshwater river flowing into a basin will cause a
freshwater plume. Both the flow of the fresh water and the differing density of fresh and salt
water have to be handled correctly by the regional model [16].

One major difference in the deep and shallow ocean models is the method of dividing up
the vertical layers in the model. The deep ocean model uses six layers whose size is
determined by the density of the water, not its depth. Over a continental shelf and on into
shallow waters, a fixed-depth set of layers is used. Thus, both the method of determining the
layer depth and the number of layers is different in the two models. NRL plans to add a
“hybrid-grid” capability to the global model, allowing it to use fixed depth layers over the
shelf. However, this requires significantly more computer time and only makes sense when
the global model “resolves” the shelf, e.g. at 3 km. Separate coastal models, with even higher
resolution, will still be required, but coupling them to the global model will be greatly
simplified.

The Navy is working on new ways of delivering regional forecasts to deployed forces. One
approach is to continue to compute the regional forecasts at FNMOC or at the Naval
Oceanographic Office (NAVOCEANO), and send the results to those ships that need it. The
other alternative is to place computing resources onboard ship to allow them to compute the
regional forecast. The onboard ship solution has two principal drawbacks. First, the ship will
need input from the global and regional atmospheric forecasts and the global ocean forecast
to run the regional model. Sending this data to the ship may well exceed the bandwidth
needed to send the completed regional forecast. Second, there would be a compatibility
problem with deployed computers that were of various technology generations. FNMOC is
looking into options for allowing deployed forces greater flexibility in accessing the regional
forecasts when they need them. Among the options are web-based tools for accessing the
forecasts and databases onboard ships that contain the local geographic details in a format
such that the regional model can be easily displayed on top of the geographic data [16].

Weather Performance Summary

Figure 4-4 shows the CTP requirements for weather applications studied in this report. Table
4-4 shows a summary of the performance characteristics of the weather applications
described in this report sorted first by year and then by the CTP required. It should be noted
that some applications appear more than once at different CTPs. This is particularly true of
FNMOC’s global atmospheric forecast. As FNMOC has upgraded its Cray C90 from 8 to 12
to (soon) 16 processors, it has been able to run a more accurate forecast within the same time
constraints. Thus, the increase in CTP does not give a longer-range forecast, but provides a 10-
day forecast with greater accuracy over the 10-day period.
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Figure 4-4. Weather applications
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Machine Year | CTP Time Problem Problem size
Cray C98 1994 10625 ~5 hrg Global atmospheric forecast, FNMOC  |480 x 240 grid; 18 vertical
operational run [20] layers
Cray C90/1 1995 1437 CCM2, Community Climate Model, 128 x 64 transform grid,
T42[9] 4.2 Gflops
Cray T3D/64 1995 6332 CCM2, Community Climate Model, 128 x 64 transform grid,
T42[9] 608 Mflops
IBM SP-2/128 1995 | 14200 PCCM2, Parallel CCM2, T42 [7] 128 x 64 transform grid,
2.2 Gflops
IBM SP-2/160 1995 15796 AGCM, Atmospheric General 144 x 88 grid points, 9
Circulation Model [12] vertical levels, 2.2 Gflops
Cray T3D/256 1995 | 17503 Global weather forecasting model, 32 vertical levels, 190 x
National Meteorological Center, T170  |380 grid points, 6.1 Gflops
[11]
Cray T3D/256 1995 17503 AGCM, Atmospheric General 144 x 88 grid points, 9
Circulation Model [12] vertical levels, 2.5 Gflops
Cray C916 1995 | 21125 CCM2, Community Climate Model, 512 x 256 transform grid,
T170 [9] 2.4 Ghytes memory, 53.
Gflops
Cray C916 1995 | 21125 IFS, Integrated Forecasting System, 640 grid points/latitude,
T213 [10] 134,028 points/horizontal
layer, 31 vertical layers
Cray C916 1995 | 21125 ARPS, Advanced Regional Prediction |64 x 64 x 32, 6Gflops
System, v 3.1 [5]
Paragon 1024 1995 | 24520 PCCM2, Parallel CCM2, T42 [7] 128 x 64 transform grid,
2.2 Gflops
Cray T3D/400 1995 | 25881 IFS, Integrated Forecasting System, 640 grid points/latitude,
T213 [10] 134,028 points/horizontal
layer, 31 vertical layers
Cray T3D/256 1996 | 17503 105 min | ARPS, Advanced Regional Prediction |96 x 96 cells, 288 x 288
System, v 4.0, fine scale forecast [14] km, 7 hr forecast
Cray C916 1996 21129 45 min | ARPS, Advanced Regional Prediction |96 x 96 cells, 864 x 864
System, v 4.0, coarse scale forecast [14] [km, 7 hr forecast
Origin2000/32 1997 | 11768 SC-MICOM, global ocean forecast, two-
tier communication pattern [18]
Cray C912 1997 15875 ~ 5 hrs | Global atmospheric forecast, FNMOC 480 x 240 grid; 24 vertical

operational run [20]

layers
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Cray C912 1997 15875 1 hr |Global ocean forecast, FNMOC 1/4 degree, 25 km
operational run [16] resolution

Cray T3E- 1997 91039 590 hrs | Global ocean model “hindcast” [16] 1/16 degree, 7 km

900/256 resolution

Cray C916 1998 21129 ~5hrs | Global atmospheric forecast, FNMOC 480 x 240 grid; 30 vertical
operational run [20] layers

Table 4-4. Weather applications

The Changing Environment for Numerical Weather Forecasting

Future Forecasting Requirements

In the next five years, there are likely to be significant changes in the forecasting models used
and the types and frequency of the forecasts delivered. The following are some of the key
anticipated changes:

Coupling of Oceanographic and Meteorological Models (COAMPS) and development of
better littoral models. Currently, meteorological forecasts are made with minimal
consideration of the changing conditions in the oceans. Oceans clearly have a strong impact on
weather, but in the current operational environment the computing resources do not permit a
close coupling. The COAMPS models will be particularly important for theater, mesoscale,
and battlespace forecasting, which are likely to be focused on littoral areas in which the
interplay of land, air, and ocean creates particularly complicated (and important) weather
patterns. Current estimates are that such computations will require a Teraflops of sustained
computational performance and 640 Gbytes of memory.

Shorter intervals between runs. Currently, the models used by FNMOC are being run between
one and eight times per day. In the future, customers will want hourly updates on forecasts.
This requirement places demands on much more than the computational engine. The amount
of time needed to run the model is just one component of the time needed to get the forecast
in the hands of those in the field who will make decisions based on the forecast. At present, it
takes several times longer to get the initial conditions data from the field and disseminate the
final forecast than it does to run the model itself.

Greater resolution in the grids. In the next three to four years, FNMOC practitioners anticipate
that the resolution of the models used will improve by a factor of two or more. Table 4-2,
page 58, shows these expected changes. Some of the current customers view resolutions of
less than 1 km as a future goal. Weather forecasting with this resolution is necessary for
forecasting highly local conditions, such as the difference in weather between neighboring
mountain peaks or valleys. Such forecasting is closely related to the next requirement of the
future:

Emphasis on forecasting weather that can be sensed. As battlespace forecasting becomes
practical, the ability to predict weather phenomena that will impact the movement of troops
and equipment, placement of weapons, and overall visibility will be important sources of
military advantage. Forecasts will be designed to predict not only natural weather phenomena
such as fog, but also smoke, biological dispersion, oil dispersion, etc. These forecasts have
obvious civilian uses as well.

Ensemble Forecast System. An Ensemble Forecast System (EFS) using NOGAPS has been
included in the operational run at FNMOC. The purpose of EFS is both to extend the useful
range of numerical forecasts and to provide guidance regarding their reliability. The FNMOC
ensemble currently consists of eight members, each a ten-day forecast. A simple average of
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the eight ensemble members extends the skill of the medium-range forecast by 12 to 24
hours. Of greater potential benefit to field forecasters are products that help delineate forecast
uncertainty. Another alternate method is to make simple average ensemble forecasts (SAEF)
of several Weather Centers with different analyses and models. Both of these systems attempt
to evaluate the effect of chaos theory on weather forecasting by using many different events to
determine the probability distributions of the weather in the future.

Future Computing Platforms

FNMOC is currently in a procurement cycle. Their future computing platforms are likely to
include MPP systems. The migration from the current PVP machines to the MPP platforms is
likely to require a huge effort by the NRL and FNMOC practitioners to convert not only their
codes but also their solutions and basic approaches to the problem. Gregory Pfister has the
following comment about the difficulty of converting from a shared-memory environment to a
distributed-memory one:

This is not like the bad old days, when everybody wrote programs in assembler
language and was locked into a particular manufacturer’s instruction set and operating
system. It’s very much worse.

It’s not a matter of translating a program, algorithms intact, from one language or
system to another; instead, the entire approach to the problem must often be rethought
from the requirements on up, including new algorithms. Traditional high-level
languages and Open Systems standards do not help [21].

A great deal of effort continues to be made by researchers at the NRL and elsewhere to adapt
current codes to parallel platforms and develop new models less grounded in the world of
PVP architectures. There is little doubt that parallel platforms will play increasingly central
roles in numerical weather forecasting.

Currently, work is in progress on porting the NOGAPS global forecast model at NRL for
use as a benchmark in the procurement process. The code is being tested on several platforms
including the T3E, SP-2, and Origin2000, and is to be ready by spring 1998 for use in
procurement decisions. There are problems with load balancing in the parallel version. For
example, latitude ring interleaving assigns a mix of sunshine and dark latitude bands to each
processor. The interleaving spreads the computational load more evenly, but complicates the
communication patterns among the processors. The right mix to use is a subject of ongoing
research.

Microprocessor hardware is likely to continue its breathtaking rate of advance through the
end of the century. The prevalence of systems based on commercial microprocessors is likely
to result in steady improvements in the compilers and software development tools for these
platforms. These developments are likely to increase the sustained performance as a
percentage of peak performance of the massively parallel systems.

Cryptographic Applications

Cryptographic applications are those involved with the design and implementation of security
codes, and the attempt to “break™ codes to be able to read the encoded message. The
historical experiences from World War Il of the Ultra project in England to decode the
German ciphers, and the similar project in the United States on the Japanese codes, gave the
Allies significant military advantages.

The advent of parallel systems, be they low-end clusters or high-end massively parallel
systems, has made it possible to break selective codes. The problem space is essentially
divided across the available platforms, and each machine works on its portion, looking for a
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plain text result. Thus, it is possible using uncontrollable technology to acquire an ability to
decipher messages.

However, being able to decipher a single message, or determine one key, does not
necessarily imply an ability to read all the messages of one’s adversary. There are two
problems that must be solved if one needs a more complete ability to read messages encoded
using a wide variety of keys. The first is a real-time issue: decoding the message weeks after an
event may be of no use. The second is a volume issue: a single message may not be useful
without the context of other messages on the topic. Thus, there is a quantitative difference
between the ability to determine a single key and being able to read in real time a usable
portion of an adversary’s message traffic.

We have had extensive discussions with the intelligence community about cryptographic
applications. While we cannot discuss directly the details of those conversations, we can make
the following conclusions:

The cryptanalysis community is aware of the growth in performance of uncontrollable
systems and its impact on the ability of adversaries both to decipher codes and to create
and use codes that are more difficult to break.

The transition from the vector-pipeline processor to massively parallel systems is in
progress.

The applications developers are not happy about the transition to the MPP systems due to
specific limitations of those systems.

Problems with PVP to MPP Transition [22]

The cryptanalysis community has had the luxury of significant input into the design of the PVP
processor, in particular those manufactured by Cray Research. The advent of MPP platforms
and their dependence on general-purpose processors has greatly reduced this influence. The
market for the MPP platforms is much larger than the scientific community alone, and is
driven by commercial needs.

For cryptographic applications, the vector turns out not to be the primary advantage of the
PVP systems. Instead, it is the high performance of the complete system that is important. The
attention paid to the performance of each of the subsystems on the Cray PVP machines does
not (as yet at least) have a corollary in the MPP architectures.

First among the concerns is memory, both in size and in bandwidth. MPP platforms offer
larger memories than current PVP systems. The bandwidth, however, is not adequate. This is
evident in other applications described in this paper, and cryptographic applications are no
exception. Worse, cryptographic techniques have a requirement for random access to
memory. The cache performance of microprocessors is predicated on the assumption of
locality of access. The cost to load a whole cache line when only one value is needed leads to
poor performance. Cache coherence protocols can actually make a series of random remote
accesses worse. Finally, microprocessors generally provide no way to bypass the cache.

Second, cryptographic applications are primarily integer, not floating-point, codes. Less
than 5 percent of operations in typical applications are floating-point codes. PVP machines
exhibit excellent performance on either integer or floating-point operations. Microprocessors,
on the other hand, give much better performance on floating-point than on integer operations.
The microprocessor integer unit is not distinct from the control logic, and the system
optimizes for the control logic. Additionally, the split between floating-point and integer
operations affects the number of registers available to each. For applications that are nearly
exclusively integer, this means that half the register set is unavailable.

Some special operations are available in PVP systems as a result of lobbying by the
cryptanalysis community. They would very much like to see some or all of these in
microprocessors. These include:
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population count—counts the number of ones or zeros in a bitstream. First appeared in the
Cray 1.

bit matrix multiply—64 vector registers with 64 bits each can be viewed as a 64 x 64 bit
array. Allows matrix multiply using two such registers. First appeared in the Cray YMP.
The C-90 and T-90 hardware versions are now 100 times faster than a software
implementation.

The hardware vendors are aware of the desire for similar operations in today’s commodity
processors. However, very few are even considering adding the instructions. If these or other
operations were added, it is necessary that they be accessible from high-level languages. The
compiler does not have to be able to recognize when to use the instruction, but compiler
directives or direct assembly commands should be available to the programmer. This is a
productivity requirement given the need to develop all software in-house rather than take
advantage of third-party software.

The last point is a combined system issue: ease of use. The MPP market has been very
volatile, with new systems appearing that have at best limited connection to previous systems,
and system software that is not retrofitted to earlier systems. This places a tremendous burden
on the application developers, both in the learning curve and in the actual hours committed to
developing and maintaining code. This is not a problem unique to cryptographic applications.
What makes it harder for this community, however, is the complete lack of third-party
solutions. They cannot rely on a set of companies to provide updated software to match new
computer systems.

Signal and Image Processing

Introduction

Signal and image processing involves coupling computing and sensing technologies such as
radar or sonar. The result is a system that creates images of remote objects and processes the
resulting images for consumption by humans or input into other automated systems (e.g.,
guidance or decision support). The applications can be computationally intense, due to the
need to cope with large volumes of sensor data and perform any necessary filtering,
enhancement, or interpretation functions, often in real time. In addition, because many of the
platforms are to be installed in airborne, space, or sea-faring vehicles, these systems are likely
to have strong size, weight, and power constraints.

Two categories of signal and image processing applications that are particularly
computationally demanding are synthetic aperture radar (SAR) and space-time adaptive
processing (STAP). SAR combines signal processing with a mobile radar system (airborne or
space-based) that uses a small antenna aperture to produce radar images comparable to what
could be delivered by a radar system with a prohibitively large antenna aperture. STAP refers
to algorithms designed to extract a desired radar signal by filtering out the effects of clutter
and interference under circumstances in which the radar platform and clutter sources are
moving with respect to each other.

Signal and image processing makes use of high-performance computing to support
operational requirements.

The Computational Nature of Signal and Image Processing
Signal and Image Processing Overview

Most signal and image processing applications involve the processing of data collected by a
sensor. The processing capability involved can be broken into two general categories, front-
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end processing and back-end processing, as shown in Figure 4-5. In front-end processing, the
computational activities tend to be rather static, i.e. the same manipulation of the data is
performed over and over again without great concern for the meaning or significance of the
objects contained in the image. Front-end processing systems usually have two dominant
concerns:

Keeping up with the flow of data from the sensors.

Providing the necessary computational performance in a package that meets the size,
weight, and power constraints of the host platform (e.g., aircraft).

Front-end processing Back-end processing
Filtering Target detection,
Rawsensor data |:"> Transforming identification, & |:> End use
Object detection tracking

Figure 4-5. Data processing in sensor-based applications

Keeping up with the flow of data from the sensors has two crucial components: throughput
and latency. A sensor typically generates data at a rate that is a function of the number of bits
used to represent each image or data sample and the rate at which samples are being taken. A
basic requirement for a computing system is that it be able to process data at least as fast as it is
generated. In addition, there are latency requirements for the maximum time a system is
allowed to take to process a single image. The throughput can often be increased by, for
example, increasing the number of processors at work; doubling the number of processors to
process twice as many images in a given unit of time. Increasing throughput may not, however,
improve the latency. Doubling the number of processors does nothing to increase the speed at
which a single processor can finish processing a single image. In general, latency requirements
present a more challenging problem to systems designers than throughput requirements.
Trends in front-end processing systems are discussed later in this section.

Back-end processing focuses on understanding the content of the image to identify and
track targets. While such systems may be deployed on the same platform as the sensor, many
processing systems today relay the output of the front-end processing to a system closer to the
end-user. Consequently, systems for back-end processing may not operate under the same
size, weight, and power constraints as for front-end processing.

Synthetic Aperture Radar (SAR)

SAR is a remote sensing technique used primarily to obtain high-resolution ground images
from sensors flown on an aircraft, satellite, or other space vehicle. Unlike passive sensors
which detect the reflected energy of sunlight or the thermal or microwave radiation emitted by
the earth, SAR is an active sensor technique that generates pulses of electromagnetic waves
toward the ground and processes the reflected signals. Consequently, SAR can be used day or
night and under any weather conditions for a variety of civilian and military purposes in areas
such as geology, agriculture, glaciology, military intelligence [23,24].

An ongoing objective of SAR systems is to improve the system’s resolution, defined as how
well the system is able to distinguish between two closely spaced objects. In conventional
radar systems, the resolution in the cross-track direction (perpendicular to the line of flight) is
determined by the duration of a pulse. Shorter pulses (at the cost of greater energy
requirements) give greater resolution. Resolution in the direction of flight is limited by the size
of the physical antenna and the operating frequency of the radar. Antenna theory dictates that
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an antenna several kilometers in length would be needed to resolve ground objects 25 meters
in diameter [25]. Building an antenna of this size is not feasible. Synthetic aperture radar is a
technique to improve the resolution of a radar system without increasing the size of the
physical antenna by taking advantage of the motion of an air- or space-borne sensor. Figure
4-6 shows a standard SAR geometry. A small antenna travels in the direction of the line of
flight and emits short pulses of microwave energy across an area of earth, delineated by the
dark lines, at a particular repetition rate. Each pulse will cause an echo pattern that will be
captured as a matrix of data points.

Line of flight of sensor

Ground track

Swath width
Figure 4-6. Synthetic aperture radar

The sensor transmits pulses repeatedly as it passes by an area. Because of the sensor’s motion,
a given point target lies at different distances from the sensor for different pulses. Echoes at
different distances have varying degrees of “Doppler shift,”** which can be measured.
Integrating the individual pulse echoes over time creates an image.

Each energy pulse can result in a large number of data points. A typical image may consist
of hundreds of thousands of samples, with each sample requiring 5-8 bytes of data [26].
Performing the necessary signal processing using discrete Fourier transforms (a widespread
signal processing function) and matrix transformations may require several billion
computational operations per second [25].

The reflections of these pulses are recorded and integrated to achieve an effective antenna
width equal to the distance traveled during the time period, and a maximum resolution in the
direction of the line of flight equal to half the size of the physical airborne antenna. The
resolution in the direction of the swath width (perpendicular to the line of flight) is
proportional to the length of each microwave pulse such that shorter pulses should lead to
better resolution. Since there are physical limits to how short the pulses can be and still
generate useful echoes, a variety of complex techniques have been developed that employ
pulses of varying frequencies to obtain high resolution [25].

2 The Doppler effect is the change in frequency of asignal that results when the distance between signal source and receiver
are changing. The classic example is the drop in pitch (frequency) of atrain whistle as the train passes a stationary
observer.
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X-SAR sensor RASSP SAR
Benchmark
Date 1993 1995
Physical antenna size 12.1 x 0.33 meters
Nominal altitude 250 km 7.26 km
Frequency Band 9.5-19 MHz Ka-Band

Platform

Intel Paragon (various
configurations)

Intel Paragon
(12 compute nodes)

Pulse repetition frequency

1302 - 1860 pulses per
second

556 pulses per second

Sampling frequency

11.25 - 11.5 million
samples per second

1.125 million
samples per second

Table 4-5. Mission parameters for X-band SAR sensors. Sources: [26-28]

Table 4-5 illustrates some of the parameters for the X-band SAR sensor deployed by NASA
on the space shuttle. It also illustrates parameters for the Rapid Prototyping of Application
Specific Signal Processors (RASSP) SAR benchmark developed by MIT Lincoln Labs and
implemented on an Intel Paragon [28,29]. The RASSP SAR benchmark is an image formation
problem that has moderate computational and throughput requirements that are consistent
with the requirements for some onboard real-time processing on unmanned aerial vehicles
(UAV). The Spaceborne Imaging Radar-C/X-Band Synthetic Aperture Radar (SIR-C/X-SAR)
was flown in two space shuttle missions in 1994 during which 4 Terabytes of data were
collected and processed in subsequent years by various teams of researchers. Table 4-6 shows
the time taken on an Intel Paragon to perform the correlation processing of data collected by
the space shuttle’s systems over a 20-second period. These results represent the first use of a
commercial MPP system to process high-volume SAR data in near real time [30].

Paragon XP/S 35+
No. Channels of No. Nodes CTP Time
imaging data (sec)
1 64 2,621 Mtops 36.0
4 256 7,315 Mtops 49.0
8 512 | 13,235 Mtops 55.0

Table 4-6. SIR-C/X-SAR processing times on the Intel Paragon. Source: [30]

Research done at the Jet Propulsion Laboratory demonstrated high sustained performance on
Grand Challenge SAR problems. In November 1997, investigators achieved over 10 Gflops
sustained performance on a 512 processor Cray T3D (32,000 Mtops). In 1998, investigators
achieved 50 Gflops sustained performance on a Cray T3E with 512 nodes (115,000 Mtops).
Thus, only recently has commercial HPC technology been able to process SAR data at a rate
that matches the data production of radar devices such as those flown on the space shuttle
[31].

SAR computations have been performed by special-purpose, often customized, digital
signal processing (DSP) hardware. Because of the size, weight, and power constraints, the
systems have employed exotic technologies such as stackable memory units that permit a
given memory to be packaged in a smaller than normal space.

There are two dominant trends in SAR hardware development. First, there is a great deal
of pressure to use systems based on commercially available technologies. Second, the growing
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computational demands of SAR have fueled efforts to develop sizeable parallel processing
platforms consisting of tens or hundreds of processors.

In the efforts to move away from customized hardware solutions, two general approaches
have been pursued. One approach has been to use general-purpose parallel processing
systems, like the Intel Paragon, for front-end data processing. There have been a number of
difficulties with this approach. While the systems have adequate computational capability,
they tend to use processors that consume too much power® or employ packaging that does
not make the best use of the space available. The two factors are often related. One of the
advantages of physically separating components is that heat is more easily dissipated. Also, the
architecture of general-purpose systems in many cases is poorly suited for signal processing
applications. One example is the memory system architecture. To build general-purpose
systems, system architects have taken great pains to develop sophisticated cache systems.
Unrelenting real-time data streams continually present processors with new data, making the
overhead required to maintain the cache systems a liability [32]. As a result, general-purpose
systems used for signal processing applications are normally in non-embedded settings, such
as those used to process the shuttle’s SIR-C/X-SAR data.

The alternative approach has been to utilize commercially available processors that have
the best performance/power characteristics, and architect systems around them that are
oriented towards the specific demands of signal processing applications. Besides having good
size/power/weight parameters, advanced systems must have high-throughput/low-latency
interconnects, and, preferably, the flexibility necessary to incorporate a mix of heterogeneous
processors that will perform the computational tasks for which each is best suited. For
example, Mercury Computing Systems, a market leader, has an architecture that permits low-
power general-purpose processors such as the i860 and the PowerPC 603e to be integrated
with digital signal processors such as the SHARC [33].

The companies that have emerged as leaders in the embedded systems market—Mercury
Computing Systems, Sky Computers, CSPI, and Alacron—are not general-purpose systems
vendors. Instead, they began as providers of single-board accelerators employing one or more
CPUs such as the i860 or specialized DSP processors and later expanded into multi-board
systems with scalable interconnects. Because some of the fundamental algorithms of signal
processing like the fast Fourier transforms require a good deal of inter-node communication,
these interconnects must have high throughput and low latency characteristics; conventional
networking interconnects are not suitable. The resulting machines are called DSP multi-
computers. Most of the DSP multi-computers are not particularly powerful in comparison
with today’s general-purpose systems. Table 4-7 shows two systems that have been deployed
by Mercury within the last two years.

Year System Usage CTP

1997 | Mercury Race (20 i860 SAR system aboard P3-C Orion 866
processors, ruggedized) [34] | maritime patrol aircraft

1996 | Mercury Race (52 i860 Sonar system for Los Angeles class 1,773
processors) [35] submarine

Table 4-7. Signal processing systems sold by Mercury Computer Systems

In spite of their modest performance, the systems are quite controllable if one considers other
qualities. First, the systems are rarely found as stand-alone systems; relocating these
embedded systems would significantly hamper the function of their host system (e.g.,

B For example, Mercury Computer Systems, Inc., aleading vendor of embedded computing systems, used the i860 (40
MHz), but did not use the i860 (50 MHz). The latter provided 25 percent better performance, but required three times as much
power [119].
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submarine) and could hardly go unnoticed. Second, such systems have not been sold in great
numbers outside military customers, although Mercury is cultivating real-time embedded
commercial markets such as video servers and hospital imaging systems. Even so, the
configurations of the latter are significantly smaller than those listed above. Third, the systems
deployed in military applications frequently have special qualities such as ruggedization not
needed for stationary commercial systems.

Although many of the systems deployed in recent years have modest performance relative
to commercial general-purpose systems, the performance has improved, and is poised to
increase dramatically. First, the number of processors in a configuration has increased
significantly. Until recently, systems employing more than a handful of processors were
extremely rare. DSP multi-computers with 20 or more processors are now relatively
mainstream systems. Second, as the embedded systems industry moves from the modest i860s
(CTP 66.7 Mtops) to much more powerful PowerPC 603e (450 Mtops at 200 MHz), the
performance of configurations will increase sharply. For example, in 1997, Mercury
Computer Systems shipped a 140-processor system with a CTP of over 27,000 Mtops [33].

Space-Time Adaptive Processing (STAP) Benchmark

STAP is an advanced signal processing technique designed to improve the functional
performance of airborne radar systems with little or no modification to the basic radar design.
The technique, employed after some standard pre-processing is performed on a signal,
suppresses the sidelobe clutter. STAP adaptively combines samples from multiple signal
channels and pulses to nullify clutter and interference. The algorithm takes the output of pre-
processing and calculates and assigns different weights to the results before recombining them
into a final output. “Adaptive” refers to the manner in which the algorithm adjusts the
weightings in response to changing conditions in the signal environment.

STAP algorithms are computationally intensive and beyond the capabilities of most
processors used in current airborne platforms [36]. However, they are likely to be important
in the future as platforms are upgraded. Benchmarks run on available technologies provide
some indication of the performance needed. MITRE Corporation and Rome Laboratories
developed RT_STAP, a benchmark for evaluating the application of scalable high-
performance computers to real-time implementation of STAP techniques [36]. The choice of
system will necessarily be a function not only of performance but also of the
size/weight/power/cost factors described above.

RT_STAP is based on the Multi-Channel Airborne Radar Measurements (MCARM) data
collection system developed by Westinghouse for Rome Laboratory in the early 1990s. The
system uses a 32-element antenna, transmitters, and receivers capable of generating L-band
(1.3 GHz) radar measurements. The 32 antenna outputs are combined to produce 22
channels. Generating signals with a pulse repetition rate of 250-2000 Khz and a pulse width
of 50 to 100 microseconds, the system then records data at a sampling rate of 5 million
samples per second [36].

The RT_STAP benchmark suite provides three tests of varying difficulty. The easiest

benchmark, requiring a sustained throughput of 0.6 Gflops, reflects the computational
demands of technology in current radar systems that perform a function similar to STAP. The
medium and hard benchmarks, requiring sustained processing rates of 6.46 and 39.81 Gflops,
respectively, are more fully adaptive implementations of STAP and generally beyond the
capabilities of today’s widely deployed systems.
The computational requirements are determined not only by the complexity of the algorithm
used, but also by the overriding constraint that the system’s throughput and latency allow
processing of the data at least as fast as the sensor can generate it. In the case of RT_STAP the
system must process input data volumes of 245.8 thousand, 1.97 million, and 2.7 million
samples with a maximum latency of 161.25 milliseconds for the easy, medium, and hard
cases, respectively.
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Figure 4-7 shows the performance of various configurations of the SGI Origin2000 on the
RT_STAP benchmark. The dark solid line indicates the threshold at which a configuration is
able to process the necessary data within the 161.25 millisecond latency limit.

Time (msec)
CTP
# Processors (Mtops) Easy Medium Hard
1 448 13 1285 5650
2 781 7 690 2890
4 1,518 4 335 1475
8 2,990 3 170 750
16 5,908 25 90} 390
32 11,768 20 60] 205

Figure 4-7. Origin2000 performance on RT_STAP benchmarks. Source: [37]

The benchmarks illustrate a number of points. First, a single R10000 processor can perform
the kinds of clutter cancellation functions used in current radar systems (easy case). Second,
the requirements of the medium benchmark exceed the performance of a deskside
Origin2000 (8-processor maximum). Third, the hard or fully adaptive STAP algorithm
exceeds the capability of a 32 processor (two-rack) Origin2000. Of course, the
space/weight/power constraints of actual airborne platforms are likely to preclude the
Origin2000. Nevertheless, the benchmarks give an indication of the minimum performance
requirements necessary for STAP algorithms of varying complexity.

Summary and Conclusions

Signal and image processing is a candidate application area of national security interest. It
requires controllable high-performance computing technology to satisfy both operational
and research needs.

Signal and image processing applications such as SAR and STAP are computationally
demanding, and require platforms subject to stringent size/weight/power restrictions.
Moreover, algorithms such as fast Fourier transform (FFT) that are at the heart of many
signal and image processing applications have inter-node communications requirements
that demand high-bandwidth, low-latency interconnects.

The performance of most signal and image processing platforms deployed in air-, space-,
or underwater vehicles today is, in most cases, substantially below that of widely availa